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ABSTRACT 

__________________________________________________________________________ 

 

 

It was like a dream, to connect everything on this earth for computation and 

communication, but the Internet of things (IoT) makes this “impossible” possible. With the 

introduction of the Internet of Things, devices with varying size and computational 

capabilities can be connected for communication. These communication devices produce 

data which is converted into knowledge for making decisions. The sensor devices deployed 

in IoT environment generate huge amount of data and all data are not useful. It occupies 

storage space which is not cost effective and energy efficient. Therefore useful information 

need to be extracted to make appropriate decisions. Extraction of knowledgeable data from 

raw data is possible with the help of data mining. Data mining for IoT is used to formulate 

an intelligent environment. Therefore, this thesis present data mining enabled models for 

data transmission for IoT, their applications, challenges in developing IoT environment and 

few open research issues. 

 

The ever-increasing data due to gaining popularity of Internet of things (IoT) needs 

to be adequate storage compute complex task with accuracy and low latency and finally 

recommend the user’s preference in the near future. The cloud computing and data mining 

technique having ability to provide open platform for communication and generate precise 

recommendation. In this regard, this work mainly carried out two aspects: firstly, we build 

four layers IoT cloud computing architecture that provides an open platform for   

communication with various heterogeneous multi-source things. Secondly, we present a 

recommended system model based on collaborative filtering algorithm to enhance the 

accuracy rate of the items in the top priority recommended list. The proposed model 

inherently utilizes the user-item’s scoring matrix, asymmetrical influence degree on the 



X 
 

similar items between users and time weight decay function for the user’s preferences. 

Finally, extensive simulations are done to show the accuracy rate, loss rate and recall rate of 

recommendation for the proposed model. Further, comparative analysis of results proved 

that our proposed model outperforms than other state-of-art model in terms of accuracy rate 

of the recommendation on the item with respect to data sample set size. 

 

Limited energy capacity, physical distance between two nodes and the stochastic link 

quality are the major parameters in the selection of routing path in the internet of things 

network. To alleviate the problem of stochastic link quality as channel gain, reinforcement 

based Q-learning energy balanced routing is presented in this paper. Using above mentioned 

parameter an optimization problem has been formulated termed as reward or utility of 

network. Further, formulated optimization problem converted into Markov decision problem 

(MDP) and their state, value, action and reward function are described. Finally, a QRL 

algorithm is presented and their time complexity is analyses. To show the effectiveness of 

proposed QRL algorithm extensive simulation is performed in terms of convergence 

property, energy consumption, residual energy and reward with respect to state-of-art-

algorithms.           

 

With the rapid growth in the field of Internet of Things (IoT), a large amount of data 

is being generated by different IoT devices and stored at the cloud server. However, several 

users outsource the same data to the cloud server and waste a large amount of storage and 

backup spaces. Data deduplication is the most effective way to tackle this problem. But 

deduplication raises various issues like dynamic ownership, efficient key management, and 

security. Additionally, in the post-quantum era, traditional scheme will be vulnerable to 

quantum computers. Hence, we need to develop a safe, efficient, and cost-effective cloud 

storage system. In this context, we propose a fog-enabled secure data deduplication and 

encrypted search (FDES) scheme for IoT, which uses the Merkle tree for storage of data. 

The FDES scheme supports dynamic ownership management, and it provides authorized 

access to the shared data with quantum-resistant attacks using lattice cryptography. We 

further ensure a multi-user search for the encrypted data using an encrypted keyword based 

on the homomorphic function. Moreover, each authorized user in the system has his own 



XI 
 

unique keys which further simplifies key revocation. Security analysis depicts that the 

performance of FDES scheme is better than the current data deduplication scheme. 

Moreover, simulation results demonstrate that encryption and decryption time is 

significantly reduced. 

 

The proposed models/algorithms for data filtering, data transmission, and data 

sharing have been tested and validated by conducting simulations by writing own scripts in 

MATLAB. In general, the proposed models and algorithms presented in this work 

outperform the state of art models and algorithms in the literature.  

 



     

 Chapter 1 

Introduction and Related Works 

_______________________________________ 

 

 

 

1.1. Introduction 

Internet of things (IoT) is a popular research topic in technology, where different 

kinds of devices connect with each other through the internet. The devices are termed as 

smart objects/ things. These smart devices have the ability to sense the environmental 

conditions to make a decision as per the pre-defined constraints. It is a global platform to 

create a smart environment where things communicate, compute, coordinate and make 

decisions. Such an environment minimizes man power globally. Therefore, things are 

identified uniquely and automatically [1-3]. After a vast study on IoT, it came into view 

that IoT has many applications and standards followed with various challenges. Different 

surveys overview about five layered architecture of IoT to describe overall working design. 

The five layers are edge technology, access gateway, internet, middleware and application. 

To study IoT, there are three different angles such as the internet, things and semantics. 

The sensor nodes deployed to form an intelligent environment produce huge amount of 

data which occupies storage space and consumes lots of energy. All the data produced by 

sensor devices is not useful. Therefore it wastes the memory space and degrades the 

energy. As the devices are battery powered, so it is wise to utilize the available energy in 

an effective and efficient manner. The data stream in IoT systems in increasing 



continuously that is used to develop business models, customized products enabled with 

personalized services [4-6].  

The infrastructure is well understood, but the question is how the produced signals 

or data can be formed into knowledgeable data. The answer can be data mining (DM). 

Data mining is helpful in finding a solution for this issue of extracting important data from 

raw data. Data mining is the technology which extracts hidden information from raw data. 

This is known as knowledge discovery in databases. The integration of KDD and DM 

facilitates to generate highly intelligent and operational systems. Data mining has various 

technologies to extract useful information. All the available technologies are application 

dependent. A vast research has been done to develop data mining technologies in IoT to 

strengthen the performance of smart environments. It makes IoT smarter with intelligent 

services. This chapter elaborates a detailed study of data mining techniques for IoT [10-

11]. 

This chapter is organized as: section 1.2 is explores the related work to describe 

applications of IoT based system and various data mining techniques for the same. Section 

1.3 elaborates rules for selecting DM techniques in different IoT environment. A 

comprehensive comparison of DM algorithms is shown in tabular form, followed with 

challenges in developing such environment with DM techniques in section 1.4. Section 5 

present the problem statement and objective of the thesis. Section 1.6 provides the 

origination of the thesis. 

1.2. Background 
 

This section addressed the applications of smart environment followed with 

introduction of DM techniques in IoT system. 

1.2.1 Applications of IoT based system 

Healthcare applications: Now a day, the medical equipment in hospitals are trained 

and intelligent equipment that carries health data of thousands of patients which provides 



essential additional information regarding the disease. Such information provides further 

treatment interventions and potential preventive measures in different cases [7]. 

Monitoring patient remotely: Health care professionals, family members and other 

professionals care takers involved in treatment can monitor and optimize real time changes 

in patient's health when they are not able to reach at location. This application reduces the 

need of medical professionals and other medical equipment significantly. This application 

Benefits in taking decisions for any critical situation with different standard opinions. Such 

monitoring techniques benefits the patients whose routine health monitoring is mandatory. 

This is a preventative and early diagnose technique [8]. 

Monitoring remote locations: This application includes similar features of remote patient 

monitoring. Remote locations or out of human reach locations benefitted with this 

application to monitor various events remotely [8]. 

Monitoring assistive equipment: Assistive equipment are deployed in smart homes or 

hospitals especially for disabled and elderly peoples to enhance the quality of life. Such 

applications are life changing advancements in technology. Examples for such assistive 

equipment are smart wheelchairs, wheelchair management systems etc. to monitor the 

status and location of users. Smart homes are equipped with such devices to control the 

accessibility and enhance the quality of life. Such devices are capable of collecting 

potential information which defines the basic routine of user [9]. 

Traffic monitoring: Vehicular traffic or live traffic can be monitored before the worst 

situation and action can be taken accordingly. The status of path in near future during a 

drive can be monitored and alternate way can be generated or shown [9].  

The smart objects used in IoT environments generate massive information, which is 

used in various applications. The information from smart devices is extracted to convert it 

into useful information. Extraction process eliminates garbage information from raw data 

and extracts hidden information. This can be done through data mining algorithms. The 

IoT platform is increasing at a very fast rate, hence the smart devices produce large 



amounts of data. The large data is termed as big data which needs to be analyzed to make it 

useful at its maximum capacity. Data mining discovers novel, useful, and interesting 

information patterns from a set of large data. Then it applies a data mining algorithm on it 

to extract hidden information from it. Knowledge extraction, knowledge discovery 

databases (KDD), data archeology, data pattern analysis, information harvesting etc. are 

few terms used in data mining (DM). DM process works in developing an effective and 

efficient model, capable of generalizing new data, discovers specific information from a 

large set of databases, data warehouse and from other data repositories. The DM process 

includes few steps such as data preparation, data mining and data presentation. Data 

preparation steps make data to be prepared which consist of three sub steps such as 

integrating data from various sources, cleaning of noise from data and making it ready for 

pre-processing. To evaluate or find useful patterns from the collected data in order to 

classify data for knowledge discovery, DM steps are followed. Data presentation step 

makes the extracted data presentable for the viewer [10].  

1.2.2 Data Mining Techniques 
 

The data around us is useless until it is processed under data mining techniques. 

With the utilization of DM techniques, the IoT environment becomes intellectual. For 

automatic data analysis, data mining techniques are divided as supervised, unsupervised 

and reinforcement learning. The analysis of data under DM techniques provides more 

precise results as it goes through multiple layers. Supervised and unsupervised learning 

together for automatic data extraction is also considered as machine learning techniques. 

The raw data is collected from various IoT devices which is further forwarded for the 

knowledge discovery process. In knowledge discovery, data is pre-processed to mold raw 

data into a relevant format for analysis. Under pre-processing, various actions are 

performed such as feature selection, extraction (eliminate garbage information), noise 

abstraction, normalization dimension reduction are performed. After preprocessing the data 

goes under a data mining process where pattern discovery, recognition, abstraction, 

filtering and event sequence detection are performed. Data pre-processing and data mining 

are together known as deep learning [24-25]. After DM techniques, the data is utilized for 



decision making, automation and optimization purposes by the IoT infrastructure. Data 

mining techniques are divided into four broad categories such as classification. Clustering, 

association rules and frequent pattern discovery method [11], [20]. 

1.2.2.1 Classification 

Categorizing the available data with respect to some predefined targets is known as 

classification of data. Its main goal is to forecast the target class for accuracy. 

Classification is a type of supervised learning process because target labels are supposed to 

be known before the pre-processing. The classifier or prediction function requires training, 

so as to classify unlabeled data. The labelled data is used to train the classifier. In the initial 

stage, the classifier is built from a set of rules by previously available data. The data can be 

labelled or unlabeled. The labelled data is also known as the training set of data and 

unlabeled data is also known as testing set of data. The classifier is first constructed by 

training data then validation is done through testing data followed with analysis of data to 

classify the data in an appropriate class. Classification algorithm computes the probability 

of relevance of an item to a particular class, then compares the cutoff value. The 

performance of classification is computed by evaluating accuracy level and error rate. To 

classify the data, decision tree induction, neural networks, Bayesian network, support 

vector machine, rule based classification, classification by backpropagation, deep neural 

network, frame based and ensemble methods are used [40]. For large scale complex 

applications, fusion of different classification techniques are adopted [21]. The most 

suitable classification methods for today’s IoT environment are rule based, support vector 

machine and association based analysis. An intellectual model can be developed using the 

hidden Markov model of data mining. In biomedical and smart city applications naïve 

Bayes, Gaussian naïve Bayes, Bayesian belief network, artificial neural network and 

ensemble method are most suitable [12-13] and [51].   

1.2.2.2 Clustering 

Dividing the data into meaningful groups is known as clustering. The data in a 

group constitute similar features. Clustering is an unsupervised learning process because it 

does not require prior knowledge to group the data into clusters. Various clustering 



techniques are hierarchical clustering, partitioning algorithm, co-occurrence, scalable high 

dimensional clustering, K-means, K-nearest neighbor, K-medoids, grid based clustering 

etc. In a smart IoT based environment, cloud based distributed clustering is more suitable 

than centralized clustering. Data in cloud based distributed clustering are accessible by 

everyone. This feature has its own pros and cons. This face privacy issues [14-19]. 

1.2.2.3 Association rule or frequent pattern mining 

A set of objects appears repeatedly are known as frequent patterns. In felicitous 

environment, frequent pattern mining provides better analytical understanding. Association 

rule helps in predicting an accurate pattern of an event. Mining the relevant frequent 

pattern are also known as sequential pattern mining. Sequential pattern mining is more 

attractive than frequent pattern mining which can analyze a sequence of event in a 

particular time frame. It is used for event discovery and event recognition. To diagnose the 

occurrence of an event can be measured through frequent pattern mining. For ex. In the 

medical field, such mining is used to diagnose the early occurrence of a disease. It 

observes the gradual internal changes in the body and extracts some useful pattern that 

might be the initial symptoms of a big disease. It observes the deviation in patients’ health. 

Support and confidence are the two terms used to predict the early signs of a disease [35-

39]. Various association rules for frequent pattern mining are Boolean association rule (a 

priori knowledge based algorithm), class sequential rule mining and clustBigFIM [48-50].  

The unforeseen useful information from raw data is called anomalous objects or 

outliers. Outliers are different from regular data objects and provides interesting inherent 

features. Outlier deviations are very useful in IoT applications such as smart home, smart 

traffic, smart agriculture and packing systems. There are four attractive outlier approaches 

named as statistical distribution based outlier detection, distance based outlier detection, 

density based local outlier detection and deviation based outlier detection [44]. In a study 

provided by Bishwas and mishra in 2015, an IoT based environment is developed to 

monitor health where a bio- metric sensor and Arduino UNO based setup is developed to 

monitor health parameters [22-23]. After this outlier detection mining is applied to extract 

anomalous information for an emergency like situation. This is a cluster based analysis 



framework with recursive principal component analysis to enhance the effectiveness of 

system. The outlier approach achieves fast convergence [32-33]. 

This is concluded after studying various DM techniques that an algorithm must 

include multi- dimensional parallel real time stream processing, time scan, multilevel and 

analysis ability to improve the effectiveness and convergence rate. All the techniques are 

application dependent, therefore applicability of various techniques varies. The 

comprehensive comparison of various DM algorithms is addressed in table 1.1. 

1.3. Data Mining Techniques for IoT 

This section elaborates about the most applicable data mining technology for IoT 

which is suitable for development of high performance systems. The data mining 

algorithms such as classification, clustering, association rules and frequent pattern methods 

already discussed earlier in detail. . To describe IoT, two simple phrases are used: " data 

about things'' and” data generated by things" that refers to data to define things and data 

captured from sensor devices also refer to “big data". The amount of big data is around 

zettabyte which cannot be handled with the traditional data analysis tools. Single storage 

systems cannot store zettabytes of data. Therefore the traditional tools are not able to 

process and analyses big data. There are few traditional data mining methods such as 

divide and conquer, random sampling,  incremental learning, and data condensation that 

can handle and analyze big data produced from IoT devices [45][47]. These methods 

capture interesting patterns from sensor devices to reduce the complexity of input data.  

Few traditional data mining methods are able to reduce patterns as well as number of 

dimensions in order to improve the convergence rate. Such methods are helpful in 

developing applications like smart homes or smart cities. As discussed in the previous 

section, KDD is successfully applied to extract hidden information from raw data with the 

following steps: selection, pre-processing, transformation, DM and interpretation. Data 

pre- processing includes selection, pre-processing and transformation, decision making 

includes interpretation and evaluation steps. Data pre- processing steps are taken before 

DM steps and decision making steps are taken after DM steps. Data mining steps are 

responsible for data extraction from output of data processing and forward then for 



decision making steps, where transformation is done. It is understood that all the attributes 

are not useful for mining, therefore the selection step selects key attributes.  

Various data mining algorithms are used to enhance the intelligence of the IoT 

system which is used to foresee the actions of occupants in a smart environment. The data 

mining technologies are not restrictedup to smart environments but proves their efficiency 

in other domains well.  Various studies for the relevant topics provide the successful use of 

data mining technologies in smart or self-intelligent environments. It enhances the 

smartness of provided IoT infrastructure. The example for smart infrastructure are event 

detection spots, smart supermarkets, traffic management and various transportation 

management systems. Such infrastructure improves the overall performance of activities. 

Data sources for such infrastructure can be deployed as sensor devices. Data mining 

technologies extracts the interesting patterns of information from sensor devices. To 

extract important information, metaheuristic algorithms are also used which provides 

optimized solutions. 

There are few rules on the basis of which these DM algorithms are adopted in 

different IoT environments. The rules can be adopted as per the rules discussed below: 

Rule 1. Divide the DM technologies into two classes depending upon the characteristics of 

the problem. Classification and clustering into one class and association and frequent 

pattern in another class. 

Rule 2. Classification works more suitable with labelled data as well as unlabeled data 

while clustering works for unlabeled data only. Therefore, further divide the problem 

accordingly. 

Rule 3. Frequent pattern method works when the data is in a particular sequence while 

association deals with a set of relevance of data. There is no particular order of data in 

association rule based events. Therefore, further decide the problem accordingly. 

All the above mentioned DM technologies have their own pros and cons. As the 

need of IoT environment is changing with respect to modernization of living style [30-31]. 



However, single DM technique won’t work effectively in large scale smart environment.  

Therefore a combination of DM technologies at different levels are adopted for better 

results. For example: (a) clustering and classification are combined to work as an 

unsupervised learning system, where an automatic set of classifiers is generated through 

clustering without any prior knowledge of input patterns, then incoming patterns are 

classified through classification methods. (b) Classification and clustering are combined to 

make another integrated system where classifiers are generated through classification 

methods from known dataset and new classifiers are added to existing classifiers through 

clustering. This combination acts as semi- supervised learning methods. These methods are 

capable of handling data from IoT dynamically. (c) Clustering, classification and frequent 

pattern methods forms another combination to make a single system for analysis of 

information. The three DM technologies can be arranged in different orders to make a new 

system depending upon the requirement of the problem statement. In the same way 

clustering, classification and association rules are also arranged in different-2 orders to 

make a single system for data analysis. These systems can perform their tasks repeatedly in 

a loop to create better solutions. Such systems can be viewed in smart health analysis tools, 

smart homes, smart cities etc.  

Table1.1:Different data mining algorithms for IoT systems 
Data Mining 
Algorithms 

Techniques Objective Source of 
Raw Data 

Classification KNN, Naïve Bayes, 
Logistic regression, 
Support Vector 
Machine [34] 

Event detection, traffic 
management, parking 
management, Action discovery, 
recognition, identification and 
prediction 

Text data, 
Sensor data 
signals, video 
camera, 
microphone, 
Smart meters, 
Smart energy 
devices, smart 
phone, 
wearable 
sensor 
devices, smart 
health care 
devices and 
machineries 

Clustering K-means [42], K-
anonymity, Micro 
aggregation. Extended 
finite automation 

Performance measurement, 
enhance quality of life, energy 
preservation, security and privacy 

Association 
Rule 

Residual method, 
Unsupervised and 
probabilistic IPCL data 
fusion technique 

Relevant action prediction 

Frequent 
Pattern 

Fp-growth, Episode 
discovery sequential 
pattern mining [43], 

Tag management for RFID [29] 
[43], event behavior analysis, 
pattern recognition 



Unsupervised 
discontinuous varied-
order sequential miner 

1.4. Challenges with Data mining for IoT 

This is understood that without data mining technologies, the dream of a smart 

environment is just a dream. But data mining technologies along with cloud computing 

techniques, makes this dream more applicable. The demand of society from technology is 

increasing day by day, so with traditional DM techniques, it is not possible to connect 

everything and computing information effectively. After all the mentioned applications 

there are few open issues with DM techniques for IoT systems. These issues are related to 

scalability of big datasets.  

1.4.1 Issues with infrastructure 

The decentralized and heterogeneous nature of IoT system affects DM techniques. 

Smart environments must support decentralized data storage and computing capabilities. 

Existing smart environments have centralized systems for computing and storage systems 

which need to be decentralized for better performance. Centralized system consumes more 

energy. It is observed that decentralization is not required in all the situations of IoT, but a 

completely centralized system increases the energy consumption level. Sometimes the 

performance of an IoT system is degraded due to not having accessibility to all the data. 

The existing DM technologies are designed for small scale smart applications; therefore, 

they provide low computation and low throughout when applied to large scale 

infrastructure. For large scale infrastructure, some cloud based systems should be 

developed. But cloud based systems face different challenges in terms of cost of 

computing.  

1.4.2 Issues with data 

 

Data preprocessing, information extraction and retrieval are the three ways to deal 

with large scale data produced from IoT devices. The sensor devices have limited size of 

memory, therefore redundant data and unimportant data need to be eliminated from the 



storage space of sensor devices in order to upgrade overall execution of the system. The 

solutions such as dimension reduction, data compression and data sampling are adopted. 

Acquisition, deposition, analysis and integration employed various issues that affect the 

performance of the system. However, there are several standard protocols which define the 

connectivity parameters of different sensor devices, so as to make the produced 

information useful. But the meaning of input produced from heterogeneous sensor devices 

is not the same in all the applications. This issue can be tackled through few technologies 

such as ontology, semantic web, extensible markup language (XML) etc [41]. But these 

technologies are not appropriate to produce final solutions.  

 

1.4.3 Issues with algorithms 

For a complex smart application environment, it is very difficult to select DM 

technologies for integration. The order and selection of DM modules to design an optimal 

solution for extraction of useful information is also challenging. Overfitting is another 

issue under algorithm issue. This can be explained as, the labelled data are used to train the 

classifier and labelling of data is very expensive. The labelled data is also known as 

training patterns. More the training patterns, higher the accuracy rate. The balance between 

cost and accuracy of a model is challenging for selection of an algorithm. 

 

1.4.4 Issues with privacy and security 

 

A promising paradigm, IoT with numerous applications in different domains, faces 

security and privacy issues. The applications like smart meters, monitoring patient 

remotely, smart cities, waste management and industrial controller’s demands security 

for their data, which is violating in current scenario. The security of data is an essential 

requirement of personal data such as living patterns, habits, preferences and social 

requirements [25-28]. Massey, Anton et al explains a framework to observe the privacy 

policies of the system. It explains the concept for using the suitable positions to apply 

privacy policies and examined about the input and output security concerns. It is a five 

stage policy framework for security and privacy of smart environment. Evan and Eyers et 



al. [55] examined about the usage of tagging techniques for the sake of privacy which also 

helps the system to under the flow of information. But this methodology is expensive in 

terms of processing, storage and communication. A trust based model for privacy 

preservation is developed by Appavoo, chan et al. [56] with an objective to improve 

privacy. This methodology ensures and restricts the unauthorizeduser’s accessibility. 

Anonymization algorithms produced by Otgonbayar, Pervez et al. Which supports k-

anonymity privacy model[57]. It examines the similar input and groups them into clusters 

and utilizes a time- based sliding window technique for anonymized the input data. It 

supports rapid cluster formation. The model is validated on real time dataset and proves its 

effectiveness with minimum information loss and higher convergence rate. Cryptographic 

techniques also shows a great privacy concerns, the model is proposed by two, Alelaiwiet 

al.[58]. Although, the model is expensive but very effective in real time medical domains. 

It is a multi- party framework which hides the data from attackers. In this type of model, 

every sensor node contains a private secret key to ensure the privacy of the information 

shared between the devices [46]. A sensitive and privacy based environment framework is 

proposed by Perez et al. for health care and automation systems applications [59]. This 

approach is also based on cryptographic techniques. This model ensures the secure 

exchange of data between devices and handles protected data. A modern privacy 

framework addressed by Ge, Hong et al. [60] To tackle new security issues which 

incorporates different phases such as data processing, security model generation, 

visualization, analysis and model updates. This is applied on IoT generator nodes, security 

model generator and security evaluator. This model is potential security defender. 

Computerized numerical control information based privacy mechanism addressed by Li 

and Li which is a lightweight authentication method for security of information based on 

organizational characteristics in IoTenvironment [61]. The protocol includes five parts like 

system setup phase, sensor node registration phase, user node registration phase, login 

phase, authentication and session key agreement phase. A series of analysis id done to 

prove the efficiency of secure environment. This protocol employee doubles privacy 

protection strategy [52-53]. 

1.4.5 Networking issues 



When devices are connected to share data, there must be appropriate signal quality 

in order to protect the data integrity. The devices in IoT system are different in terms of 

scalability and computing capability, they might generate data in different way, and 

therefore connectivity between these devices may cause an issue. Connect between 

different devices depends on various factors such as availability, interoperability, cost, 

scalability, reliability, coverage, data rate and power consumption. The sensor devices are 

connected through low range wireless communication network and gathered data is 

forwarded through large scale wireless communication network. Robust and scalable 

connection is mandatory requirement for IoT network. The type of network selection is 

based upon type of application to maintain proper network connection. This issue should 

be taken care on priority basis [54]. 

1.5.   Problem Statement and Objectives 
 

As the sensor devices produce a huge amount of data and sensor devices are battery 

powered, therefore an energy efficient mechanism should be developed with some 

improvement scopes with the passage of time. Such environment will always be in the 

scope of improvements. That's why energy issue in IoT environments will always be a hot 

topic of research. Along with energy, the huge amount of produced data may suffer from 

congestion issues. Therefore energy efficient data transmission could be the sensitivity 

research topic in IoT environment. Further, the sensor devices have a limited storage 

capacity and this is an era of technology, therefore cloud based or fog based mechanism 

should be developed with some advanced features to incorporate storage concept. Security 

and privacy is always a prime concern for any technology in order to prevent data from 

cyber-attacks or unauthorized access. To provide the solution of the above said the 

problem, following objectives have been considered. 

 To develop IoT cloud computing architecture that provides an open platform for   

for data management, storage, analysis and uses data mining approach to 

recommend top N- priority list to the target users.  



 To develop collaborative filtering assisted to recommender system model to 

improve the accuracy rate of the items in the top priority recommended list. 

 To design energy balanced routing algorithm based on reinforcement learning 

approach that include residual energy, physical distance and link quality of the 

channel for data transmission. 

 To develop a safe, efficient, and cost-effective cloud storage system that provides 

secure data deduplication and data sharing in IoT and cloud environment. 

 To compare the proposed models with the existing state art of models.  

 

1.6. Organization of the Thesis 
 

The rest of the thesis is organized as follows. In chapter 2, a collaborative filtering based 

recommended system towards data mining in IoT cloud computing networks is presented.  

In chapter 3, a Q-Learning Enabled Energy Efficient Data Transmission scheme in IoT is 

presented. Chapter 4 presents a fog-enabled secure data deduplication and encrypted 

search (FDES) scheme for IoT, which uses the Merkle tree for storage of data.  Finally, 

chapter 5 concludes the work presented in this thesis with its scope for future 

enhancement. 

 



 

 Chapter 2 

Towards Data Mining in IoT Cloud Computing 
Networks: Collaborative Filtering based 

Recommended System 
______________________________________

 

 
This chapter primarily focused on two aspects: First, we create a four-layer IoT 

cloud computing architecture that serves as an open platform to communicate with a 

variety of diverse multi-source things. Second, we reveal a recommended system model 

based on a collaborative filtering algorithm to improve the accuracy rate of the top 

priority recommended list items. The proposed model inherently utilizes the user-item’s 

scoring matrix, asymmetrical influence degree on the similar items between users and 

time weight decay function for the user’s preferences. Finally, extensive simulations 

are done to show the accuracy rate, loss rate and recall rate of recommendation for the 

proposed model. Further, comparative analysis of results proved that our proposed 

model outperforms than other state-of-art model in terms of accuracy rate of the 

recommendation on the item with respect to data sample set size. 

 

 

2.1. Introduction 

Internet of Things (IoT) technology boom in the number of devices to connect 

the internet and in turn there is exponentially growth in information [62-63].  IoT build 

a network by connecting each ubiquitous physical thing (smart sensor chip) through 

radio frequency identifications (RFID) technology, global positioning system (GPS), 

infrared sensors technology or geographical information system (GIS) to internet for 

exchange of information throughout the globe [64-65]. These information’s is further 

increases to astronomical figure as used by the Internet of enterprises through data 

mining technique subject to better portrait needs and satisfaction of user [66]. To 



connect these multi-source devices, storing the huge amounts of data, data packet 

acquisition and their analysis is the challenging issue. Cloud computing emerges as 

distributed platform to solve the problem of communication, computing and storage 

capacity, that integrates multi-source devices and abstract the interested information to 

the IT users [66]. There is still major problem is how to find the desired information 

and recommend to the target user from the huge amount of data. Data mining is the 

come up as prominent solution to solve the processing of big data, but it can be done on 

high-performance computers. It is further complex by high-dimensionality and 

unstructured information. Thus, in this chapter we proposed a novel IoT cloud system 

architecture to solve the problem of user management, communication, data storage, 

analysis, and huge data application visualize on user’s side etc. we also proposed novel 

collaborative filtering algorithm to recommend the desired information (items) to the 

target user using similar neighbour’s user scoring the items. 

 

The IoT cloud integrated platform responsible for data gathering, data pre-

processing, data exchange and must be specific business application [67-68]. Data 

cleaning and filtering technique is well defined in the chapter [69], where XML data 

cleaning is done through tree editing distance. In the chapter [70], XML data is filtered 

using Bayesian approach in XML Dup system. For data mining of the retrieved from 

the multi-source sensors, general architecture of IoT cloud computing is proposed in 

the literature [71-73]. Thus, it is most important to build an architecture that support 

data mining technology flawless for the massive amounts of data and generate accurate 

recommendation list of top priority items.   

 

In the IoT cloud platform data mining approach for the discovery of available 

data from the retrieval of heterogeneous data by multi-source devices plays an 

important role [74]. This mass data mining technique is different than traditional data 

mining approach in the decision making for the recommendation of information in the 

upper layer application specific user. It must focus the specific data cleaning or filtering 

process according to application, classification; track the frequent patterns (correlation) 

in the similar data, preventive measures for IoT remote platform and other aspects [75]. 

There are two major aspects to cover the information overload for the energy and time 

saving of the users to select an item from the big data. One is search engine 



optimization, which provides solution to the target-specific data retrieval problem [76]. 

It fails in the case of when the needs of the user are not precise, because in some cases 

user is not clear about of its own needs. On the other hand, recommended system 

portraits the information to users according to their personalized information retrieval 

using data mining approach [77]. The recommended systems are mainly classified into 

four groups, content-based filtering, knowledge-based recommendation, collaborative 

filtering recommendation and combination recommendation [78-79].  

     

In this chapter, collaborative filtering recommended system based algorithm is 

proposed to generate accurate information to the target user. It uses the rating or 

scoring feature of the users on the items (projects) to discover the potential needs of 

users. Collaborating filtering technique is not depending on the knowledge of the items 

or their analysis of content technology. Thus, collaborative filtering recommended 

algorithm has strong ability to adapt different environment and application. But, it 

tends to losses its predictive performance with the increase of sparsity in data [77]. 

Data sparsity problem arises, when there is sufficient rating (feedback) is not available 

to finding the others similar kind of users or neighbours. This is because of small 

number of rating is done by active users in the network. Which is further complex by 

cold-start problem i.e., generate recommendation to those users who rated only small 

number of items [80]. Thus, data sparsity in the recommended system pulls out more 

attention towards researches and academia. Content-based filtering, clustering, filling, 

dimensionality reduction are some of the major approaches to reduce the effect of data 

sparsity. 

 

In this regard, we present system architecture of IoT cloud computing platform 

for data management, storage, analysis and uses data mining approach to recommend 

top N- priority list to the target users. Collaborative filtering algorithm is presented to 

improve the prediction accuracy on the basis of user scoring matrix. We also consider 

the asymmetrical influence degree of the scoring of user on similar items and time 

decay weight function for the recommended system. Finally, the simulated results show 

that accuracy rate of the proposed model is improved and loss rate is decreases as the 

data sample set size increases. Further, comparison of the proposed model with state-

of-art-models is also presented in terms of accuracy rate. 



 

2.2. Background 
 

In recent years, numerous researches and academicians has have proposed data 

mining model based on simple filling. Collaborative filtering algorithm, dimensionality 

reduction, incorporative time decay function to find the distribution or recommend the 

items at time instant according to user needs. In the chapter [81], authors has used 

simple filling approach to fill out the user’s evaluation (raring) on the certain items 

using unified numerical value and able to overcome the sparsity up to certain extent. 

where as in the chapter [82], authors have used clustering approach to classify the items 

in similar group on the basis of scoring information. The results of the proposed model 

show that accuracy rate of predicted recommended item is improved and able to deal 

with sparse data. To extent the clustering approach through fuzzy k-means algorithm, 

another model in the chapter [83] has been proposed by the same authors [82] to deal 

the scalabilities of users and data sparsity. Dimensionality reduction approach is also 

used to reduce the effect of absent scoring of users but it losses some user score’s in the 

scoring-matrix. Above, mentioned model has good performance in the case of small-

database application but performance of predication is decreases in the case of big data. 

This is because of in the simple filling approach prediction model needs to fill out the 

sparser rating of items or classification the user preferences to show their relative 

difference is not accurate in the case of clustering approach for big database.   

 

In decision support system, Data mining technique give breakthrough in the 

analysing the expert experiences and building knowledge based discovery system for 

the prediction of user’s information in the various field such as medical filed [84], 

urban traffic [85], education field [86]and so on. The decision making activities are 

trained using decision tree algorithm in data mining by solving the auxiliary probability 

of decision support system [87]. Decision tree algorithms such as CART, C5.0 and 

CHAID also take care of the effect on the system after taking decision. These 

algorithms can recommend the information according to user’s needs in small 

application but fail to compile in big database application. This is because of size of 



decision tree increases more rapidly and taking a decision consumes lots of energy and 

time, which is unfavourable to IoT cloud computing environment.  

 

Collaborative filtering algorithm can be modelled as user-based collaborative 

filtering (UBCF) [88] or item-based collaborative filtering (IBCF) [89]. In the chapter 

[90], authors has address the problem of Matthew effect, where list rated item become 

less popular on increasing time period and proposed a serendipitous innovator CF 

based recommended system to solve the cold-start problem. In the chapter [86], authors 

have proposed a novel cross-layer collaborative filtering model for the accurate 

prediction of score for the optional course using most senior student’s scoring rate on 

the optional course. Whereas in the chapter [91] [92], authors have proposed clustering 

based and fuzzy C-means based collaborative algorithm (CBCF or FCMCF) 

respectively. In CBCF the accuracy rate of prediction and F1 score was improved by 

giving incentive or penalty to user according to their rating. Whereas in FCMCF 

address the sparsity concern using sparsest sub-graph detection algorithm and results 

shows that recommendation quality and adaptability of fuzzy logic in new environment 

is improved.  

 

From the above mentioned literature, it is appeared that collaborative filtering 

algorithm emerges as viable technique, which predicts the user’s preference more 

accurate than other data mining technique. In this chapter, we present a recommended 

system using collaborative filtering algorithm to predict user’s preference more 

accurate using historical rating given by other active neighbours refer to user-items 

scoring matrix, time weight decay function. 

2.3. System model 

An intelligent cloud computing open platform for providing communication 

link between IoT devices and different technology for data mining is shown in the fig 

2.1. The presented system architecture divided into four layers such as Information 

layer (IL), Transport layer (TL), Data Mining layer (DML) and Application layer (AL). 

An information layer collects the data from different users to data acquisition for the 

data optimization or mining in the real world IoT cloud computing network. These data 

may be obtained from GIS map, GPS statistical data of vehicles, wireless data or any 



other business information, which work as the base of data optimization. The TL is 

responsible for the communication between multiple processes running on the different 

host. For this purpose, transport layer uses its sharing library function and reuse 

function for data uploading in the data management centre through GPRS/CDMA, 

wireless RFID or Ethernet channel.  
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Fig.2.1. Four-layer architecture design for data mining in IoT cloud computing network 

 

The DML is also labelled as bridge layer is the most important for providing 

services to the users according to their interest. The data mining techniques depends on 

the characteristic of IoT data obtained from the data management centre. This is 

because of there is heterogeneity, complexity, correlation and sparsity among the data. 

So, choosing the machine learning approach is far better than traditional approach. The 

DML firstly analzye the data characteristics, the proposed a appropriate solutions and 



then suggest a physical model for implementation. It use machine learning technology 

to analyse the each data and recommend the information to users for their visualization 

according to users rating to similar projects or search engine optimization techniques. 

Finally, the AL provide the services to users for business processing through 

communicating different application process running on different hosts. It provides 

visualization layer to the users, which is basically, relies on key information extracted 

from Data mining layer. 

2.4.  Collaborative Filtering recommended system of Big Data in IoT 
Cloud 

In this chapter, we formulate the problem Top-N recommended information is 

visualizing to the users according to the neighbours users rating on similar projects or 

items based on Collaborative filtering. The primary concern to use the collaborative 

filtering is data sparsity under Big data in IoT cloud computing network. The data 

received from the IoT device of different characteristics such as relevance, poor quality, 

spatiotemporal, large amount of information (mass) and non-structural known as data 

sparsity. We propose a model based on user preference technique, asymmetric 

influence metrics among users on similar items and calculate the time weight function 

to predict the preference score for the recommended item for the user. The working 

steps of the presented model as follow: 

 

2.4.1 User preference Technique 

 

Table2.1. Scoring Matrix for user-items 

Items→ 

Users↓ 

푖  푖  푖  푖  푖  푖  푖  푖  푖  

푢  2 2 1 5 0 4 6 3 3 

푢  3 6 0 0 3 2 1 2 4 

푢  6 5 4 6 3 2 5 2 0 

푢  6 0 0 5 3 4 1 1 3 

푢  3 2 3 4 6 2 0 3 4 

 



The core of the collaborative filtering recommended system is the building a 

scoring matrix i.e., users rate the items on the scale 0 to 6, being 0 shows that user is 

not interested in the item and 6 rating sows that user has more satisfaction on the item. 

Let us assume that number of users푢 = {푢 , 푢 , … 푢 … . 푢 }  and items are푖 = {푖 ,

푖 … 푖  }, converting into scoring matrix (푢, 푖) shown in table1.1. For example, we 

consider number of neighbour users is 5 for the target user and total number of items is 

9.   

 

From the table2.1, we observe that user푢 is more interested in item 푖  than 

user푢 , so it is clearly observed that푢  more enjoys the item rather than 푢  to item 푖  . 

Thus, it is necessary to calculate the user preference score (푢푝푡) for the item 푖 similar 

to [74] as follow: 

푢푝푡(푢 ) = 훿. | | + 휇. ∑ { , ,… …. }      (2.1) 

Where, 푛  define the number of rating given by user u, 푢푝푡 푢 /  refers to number of 

rating given by user푢 / . The weight of the Eq.(2.1) 훿 and 휇 control the normalized 

value and it is obtained by using chapter[74]. [86]. Now, we calculate correlation휑 

between users 푢  and 푢 using Pearson coefficient of similarity for finding the 

neighbour of concerned user as follow: 

 

휑(푢 , 푢 ) =
∑ ( ) ( ) ( ) ( )

 ,

∑ ( ) ( )
 ,

( ) ( )

     (2.2) 

 

Where, 퐼  , is the set of items on which users 푢  and 푢  project same score푠(푢 )  

represent the score put by the user 푢  and 푠(푢 ) represent the average score of target 

user data, which is  calculated byuser푢 .Now, the degree of interest 퐷(푢 )  on the 

candidate item푖  for the target user푢  is calculated as follow: 

 

퐷(푢 ) = ∑ 휑(푢 , 푢 ) × 푠(푢 ) − 푠(푢 ) + 푠(푢 )    (2.3) 

 



Where, 푢휖푢 represent the set of nearest neighbour of the target users.  Using user 

reference technique, the above Eq. (2.3) can be appropriately converted as follow: 

 

퐷(푢 ) = ∑ 휑(푢 , 푢 ) × 푢푝푡 퐷(푢 )       (2.4) 

 

2.4.2 Asymmetrical influence degree  

 

As there is large number of heterogeneous users exit in the IoT cloud network, 

so there degree of influence on the similar item also varies greatly. The degree of 

asymmetrical influence(휔)of the user 푢  on user 푢  is calculated as follow: 

 

휔 푢 , 푢 =
∪ ( )

( )

       (2.5) 

Where, 퐼(푢 ) 휖 [0,1] represent the influence degree of user 푢 . 

 

2.4.3 Time weight decay function on item 

 

As, we know user interest on the item is varies along with time, their score for 

the selected item I in past can be changed in present or it can be decreases with time. So 

we calculate the influence of the time on the item as decay function can be given as: 

 

훷 푇(푢 ) = 1 푒 .( ( ) )⁄        (2.6) 

 

Where,훷 refer to time weight decay function,푇(푢 )  represent the time at which user 

푢  score the item 푖  in the past, 푡  is the time at which user’s score is sorted out in the 

data management center and 휌 is the weight of time decay function. It is clearly 

observed from the above Eq. (2.6), as there is difference in time interval larger, lesser 

the influence of the user’s rating on the item.   

 

2.4.4 Predicted score on the preference for target user on candidate item 

 



User’s scoring criteria for the item is different for different user. And, also the 

above two parameter define in Eq. (2.5) and Eq. (2.6) have impact on the predicted 

score on the preference for target user on candidate item, so final value of predicted 

score for the target user is calculated converting the Eq.(2.4) as follow : 

 

퐷(푢 ) = ∑ 휑(푢 , 푢 ) × 푢푝푡 퐷(푢 ) × 휔 푢 , 푢 × 훷 푇(푢 )   (2.7) 

 

2.4.5 Proposed Collaborative Filtering Algorithm for the recommendation of 

preferred item for the target user  

 

Algorithm 1-ProposedCFA for the recommendation to user  

1. Input: 푢 , target user 푢 , user-item scoring matrix(u, i), set of nearest neighbour of 

the target users uϵu  with location, previous N- recommended items 

2. Output: Set of items recommended at the location of target user  

3. Begin: 

4. For each 푖 = {푖 , 푖 … 푖  } 

a. If푖  푖푠  not scored by users 

Then scored 푖 = Avg. score of items 

 

b. Else {Average all items by mean of their scoring}  

Scored 푖 =original score –mean score  

5. Convert the user-scoring matrix into user-item preference matrix using Eq.(2.1). 

6. Use Pearson coefficient to calculate correlation between users for the similar items 

using Eq.(2.2) 

7. Calculate intermediate preference score for the recommended item for the target 

user using Eq. (2.3) and Eq.(2.4) 

8. Calculate the asymmetric preference and time weight decay of the item using Eq. 

(2.5) and Eq. (2.6) respectively. 

9. Predict the preference score for all the items for the target users using Eq.(2.7) 

10. Recommend Top-N list of items to the target user  

11. End  

 



 

The proposed collaborative filtering algorithm (CFA) is presented in algorithm 

1. Initially, data structure is defined for the users 푢 = {푢 , 푢 , … 푢 … . 푢 }  and for the 

items 푖 = {푖 , 푖 … 푖  } with their location and previously top N-recommended items 

for the target user is feed as input to the algorithm. Line 4 checks the whether the item 

is previously scored by the user or not, if it is not scored then scored with average value 

of the items. Thereafter, the line 5 to line 9 involved in scoring the preferred item using 

correlation, asymmetric influence and time weight decay function of the items. Finally, 

line number 10 output the top N-recommended items for the target users. The 

complexity of the proposed CFA algorithm is depending upon Line 4 i.e., number of 

items checked in for loop and line number 5 matrix multiplication transformation for 

user-items preference matrix using Eq. (2.2). Further line 6 to line 10 requires constant 

time to evaluate the parameters. Thus, the total time complexity of the CFA algorithm 

is 푂(푘 + 푘 ), where k is number of items. 

 

2.5   Simulation and Results 

 

In this section, for the simulation purpose structure model of IoT platform is 

setup by the sensors, for the data acquisition energy is supplied to sensors continuously.  

The dataset is used in the simulation are Breast_Cancer_dataset, where each sample 

contain nine attributes as scoring level. The data size is big, so we adjusted original 

data set and extracted some samples as items for the experiment, including 72235 

rating for 6000 items as sub-data set size of 1GB for different time-intervals. For the 

testing purpose 80% of extracted data is used for training the model and the remaining 

20% data set is reserved for testing the model. The simulation is carried out on the 

MATLAB 2017b platform. 

 

The evaluation index for the experiments is average recall rate, average 

accuracy rate and running time on different data volume for the recommended system 

models. The average recall rate defines the probability that how much user’s interested 

item labelled as favorite item is prescribed by the system. It is the proportion of user’s 



interested item with regard to the prescribed list to the all the items user’s resembles in 

the system as follow: 

 

Avg. Rec. Rate =
∑ | ( )|

∑ | ( )∪ ( )|       (2.8) 

 

The average accuracy rate is also the probability that how much system 

correctly predict the user’s preference for the items. It is the proportion of the quantity 

of effectively prescribed items to the absolute number of items suggested by the system 

as follow: 

 

Avg. Acc. Rate =
∑ | ( )|

∑ | ( )∪ ( )|       (2.9) 

 

Where, 푢  represent the all the users in the test list, 푖 (푢) refers to corresponding item 

recommended by the user in the test list and 푖 (푖) represent the item prescribed by the 

user reside in the recommended list.  

 

2.5.1 Average accuracy vs. data sample set 

 

Fig.2.2 Avg. Accuracy Rate over Data set size 

 

Fig.2.2 exhibits that as the number of items or data set is increases, the accuracy 

of the proposed CFA algorithm is improved. For the simulation purpose we use the 



time weight decay value from the set {0.50, 0.40, 0.30}. It is also important to note 

down that as the time weight decay function is decreases the value of accuracy is also 

increased. This is the because of as the time weight decay function decrease that means 

the weight of scoring to the item increases, overall average accuracy for the 

recommended items to the target user is improved. Further, on reaching the data set up 

to 5000 items, the accuracy of the proposed model reaches almost to 95%.  Thus, 

overall using user-equipment preference scoring matrix and asymmetric influence 

between users help the proposed model to improve the accuracy of the system.     

 

Fig.2.3. Avg. Recall Rate over Data size set 

 

2.5.2 Average recall rate vs. data sample set 

 

Fig 2.3 shows that average recall rate of the proposed algorithm with respect to 

increasing number of data sample set. For the experimental result we set the time 

weight decay value {0.50, 0.40, 0.30}. It can be observed from the results as the 

number of data sample size increase, there is improvement in average recall rate. This 

is because of initially for the small set of data (items) set, the proposed model is in the 

learning phase and as the number of data sample size set increased, the average recall 

rate is increased. It is also attributing to reason the recommended list of the preference 

item set is also improved as the sample item set is increased. Thus, overall probability 

of the average recall rate of the favorite item by the target user reaches up to 92% for 

the proposed model over setting up time weight function 0.30. 



 

Fig.2.4. Avg. Loss rate over Data set size 

 

 

Fig. 2.5. Comparision of Accuracy rate over Data set size 

 

 

2.5.3 Loss rate vs data sample rate 

 

Fig 2.4. demonstrate the loss rate of the proposed model under different time 

weight decay value {0.50, 0.40, 0.30} for the increasing number of the data set sample 

value. It can be observed from the results that for the small set of data set data loss rate 

is about 95% and as there is increase in the data sample set size, the loss rate of the 

proposed tend to decreases and settled down on 4000 data set size. This is because of as 

the model extract the more number of items in the recommended list from the values as 



dictated by symmetrical function influence factor and user-item preference degree, the 

chance of loss rate is decreases i.e., accuracy rate of the proposed model increases in 

the sense of recommending the correct items to the target users.      

 

2.5.4 Comparison of Accuracy rate vs state-of-art algorithms 

 

To compare the accuracy rate of the proposed model with state-of-art-models, 

we set the time decay value is 0.25. This is due to the fact that performance (accuracy 

rate) of the proposed model is superior when the value of time decay weight function 

approaches to 0.25as shown in the simulated results of the fig 2.5.As shown in the fig 

2.5, with the increment of the data set size, the accuracy of rate of all the models 

increases linearly. When the data set size is less than 2000, the K-means clustering 

based model do not perform better than proposed model and the worst performance 

shown by the ARIMA based model as it shows various up and down throughout on the 

increasing on data sample set size. This is because of proposed model efficiently take 

both the influence degree between users for the preference on the similar items and 

time decay weight value of the items, whereas k-means clustering based model does 

not count time decay function thus recommendation of preferred item is not accurate. 

Thus, it is concluding from the results collaborative filtering approach based proposed 

model outperform than other state-of-art models in terms of accuracy rate for the 

recommendation of top N-items in the IoT-cloud computing network.      

2.6 Summary 
 

This chapter investigate and learned to recommend the top N-list of items to the 

target user by using data mining approach in the multi-source heterogeneous data 

available in the IoT-cloud computing network. In this chapter, we consider mainly two 

aspects. One is to propose system architecture of the IoT-cloud computing that how 

data are flow from terminal users to application layer. In this regard a four-layer system 

model is proposed for the data acquisition and mining purpose. On the other hand, a 

collaborative filtering algorithm based model is proposed to recommend the top rated 

items to the target user by using time weight decay function and asymmetrical 

influence degree between users for the similar items. Extensive simulations were 



performed to show the remarkable performance achieved by the proposed model under 

different time decay weight value and data sample set size. The simulation results of 

the proposed model show that accuracy rate; recall rate is about 95% and 92 % 

respectively on the data sample set size of 5000. In the future work, we consider the 

energy analysis and their application in different machine learning technique in the 

IoT-cloud computing platform. 

 



 
31 

 

 

Chapter 3 

Q-Learning Enabled Energy Efficient Data 
Transmission in IoT 
______________________________________ 

 

 
 

This chapter presents a  reinforcement based Q-learning energy balanced 

routing to alleviate the problem of stochastic link quality as channel gain. Using above 

mentioned parameter an optimization problem has been formulated termed as reward 

or utility of network. Further, formulated optimization problem converted into Markov 

decision problem (MDP) and their state, value, action and reward function are 

described. Finally, a QRL algorithm is presented and their time complexity is analyses. 

To show the effectiveness of proposed QRL algorithm extensive simulation is performed 

in terms of convergence property, energy consumption, residual energy and reward 

with respect to state-of-art-algorithms.  

 

 

3.1. Introduction 

 

The Internet of Things (IoT) is an internetworking of physical devices, 

automobiles, houses, as well as as well as sensors, other items embedded with 

electronics, software, and wireless network connectivity—that collect and exchange 

data. [93-95]. Each of these smart devices is uniquely identified by Internet address 

protocol (IP) to forward the data packet from source to destination [95]. The IoT has 

huge application in almost all the sectors of human being such as healthcare facilities, 

industrial organization, vehicular network, military operations, business organization 

and many more [96-97]. These smart devices have limited battery power to perform 

complex computation and forward the data packet. Due to tremendous upsurge in the 
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connected number of ubiquitous devices, there is large number of data packets travelled 

in the IoT network. So, there is need to choose the energy balanced routing path to 

forward the data packet so that lifetime of the network is improved.  

 

In order to support various complicated application, IoT nodes have to perform 

the reliable operation with their limited energy, computational resources and bandwidth 

effectively so that it reduce the time-delay for data transmission using shortest routing 

path, transmission errors and ultimately improve the lifetime of the network. In this 

regard software define network is combined with the IoT network that separate the 

hardware and software control operation efficiently to cope with the mentioned 

challenged [98].  Therefore dynamic routing rules for the IoT nodes provide novel data 

forwarding strategy, but lack in the presence of stochastic nature of channel path.  

 

Machine learning (ML) techniques have been extensively used in the IoT 

network to finding the optimal route for data forwarding in the recent decade [99-63]. 

Machine learning techniques provides learning ability to IoT network through 

experience, and reinforcement learning (RL) works on learning agent that improve its 

learning capability based on received rewards according to their taken action. By 

exploitation of their gained knowledge and exploration of the environment RL agent 

maximize its rewards [101]. Reinforcement learning techniques requires low 

computation resources with lower implementation efforts to output effective results 

with higher accuracy. The output of the system nearly optimal and has higher flexibility 

according to the changes in the environment without prior knowledge of the network. 

Thus, reinforcement learning and Q-learning are best suited techniques for routing 

approaches in the IoT network that build path with lower redundancy.        

 

In [102], authors have proposed Q-learning based algorithm QELAR for the 

selection of next hop in the routing path. The selection of next hop depends upon the 

residual energy and the node density of the adjacent node, so that lifetime of the IoT 

network is improved by evenly distribution of the energy. In [103], authors have 

proposed multi-sink path selection for the data transmission using the local information 

such as residual energy, physical distance to update the Q-function. In [104], authors 

have proposed delay-aware routing algorithm for the underwater sensor networks using 
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Q-learning. The selection of the next hop is greedy one in the residual energy and 

minimum propagation delay evaluated through physical distance. Whereas in [105], 

source nodes broadcast the topology information in the network, then each node 

simulate the residual energy, distance between them and to the destination node and 

feed the information to evaluating the reward of the Q-learning function. Then, it 

creates a virtual topology route for the data transmission and finally data are sent from 

intermediate node to destination node. However, proposed algorithms have limited 

computation for constant hop length and fail in the stochastic nature of channel state 

information. Also, edge length of shortest path routing in the terms of graph is 

dynamic, which is taken as constant in the above proposed algorithms that are not in 

the case of real environment.  

 

Under these circumstances, there is need energy balanced routing algorithm 

based on reinforcement learning approach that include residual energy, physical 

distance and link quality of the channel for data transmission. The major contribution 

of the chapter as follow: 

1) Firstly, system models consist of network setting, energy consumption with residual 

energy model and energy balanced routing problem in the IoT network is presented 

to bring out their primary functions. 

2) Secondly, an optimization problem is modelled according to Q-learning and Q-RL 

based energy balanced routing algorithm is presented. Further, time complexity of 

the presented algorithm is analysed.  

3) Finally, Extensive simulations are presented to check the effectiveness of the 

presented algorithm in terms of convergence rate, energy consumption, edge length 

and residual energy with respect to state-of-art-algorithms.  

 

3.2. System Model 

 
3.2.1. Network Setting 

 

We consider an energy-constrained Internet of Thing network that has finite 

number of sensor nodes, which are randomly deployed in a given monitoring area.Each 

node in the network can only communicate with the neighbouring nodes that are within 
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its transmission range. Data transmission from one node to another takes place in 

synchronised time slots. Here, it is considered that each data transmission from a source 

node to destination takes place by using a number of intermediate nodes present along 

the route in the network.  Each node has a single antenna, a finite battery which can be 

recharged periodically and works in a half-duplex mode. 

 

The wireless connection between nodes of IoTare affected by many factors, 

such as residual energy of node, physical distance, channel gain etc. that makes the 

edge length and network state  of dynamic nature in many scenarios. Here, we 

represent the network as a graphG = (V, E, L)with stochastic edge length, where V is 

the set of vertices i.e. the sensor nodes and E = (eij), such that vi, vj ϵ V, is the set of 

edges and L representsthe probability distribution of each edge length. An edge exists 

between vertices vi and vj in the graph only when node j is the neighbor of node i. The 

nodes in the transmission range of a node constitute its neighbourhood. The length of 

edge (vi, vj) is denoted as l(vi, vj) and is considered as a random variable.The channel 

between neighbouring nodes is assumed to follow quasi-static block Rayleigh fading 

model and the channel gain퐺 ,  between neighbouring nodes vi andvj are modelled as 

Markov chain. The transition probability of 퐺 , from 퐺  푡표 퐺 at any time instant t is 

given as ϸ ,
, = 푝푟표푏 (퐺 , = 퐺 |퐺 , = 퐺  ) and is unknown to the network or 

sensors. 

 

3.2.2.  Energy Consumption and residual energy Model 

 

Energy is consumed in an IoT network for sensing, processing, and 

communication (transmitting/receiving) activities. Because data communication 

consumes the majority of a node's energy, only energy consumed for communication is 

considered during routing. For simplicity, only the energy consumed for transmissions 

is accounted and energy spent for receiving is ignored as the idle and receiving nodes 

consume almost same amount of energy [62].According to the first order radio model 

presented in [62], for a message having bbits, the energy consumed for its transmission 

from 푣  to 푣   nodewith edge length l (푣 , 푣 ) is calculated as 
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퐸(푏, 푙) = 퐸 (푙) + 퐸 (푏, 푙)                                                      (3.1)  

퐸(푏, 푙) = ∗  ∗ ∗               
∗  ∗ ∗                                                                               (3.2) 

  

After data transmission residual energy푒 (푡) of a node at any hop, at time slot 푡 can 

be evaluated as follow 

 

푒 (푡)  = min {퐵 , 푒 (푡 − 1) − 퐸(푏, 푙)(푡) }                                                  (3.3) 

  

Where퐵  is the maximum battery capacity of a node,푙 =   is used to calculate 

the threshold distance (l0) which would be used to calculate the power loss model that 

could be used, i.e. if either to employed the free space model or  fading model. When 

the spacing with both sender and receiver is below the threshold distance, the free space 

model is used; otherwise, the multipath fading model is used to calculate the power 

consumption for transmission purposes.. 퐸  is the energy requirements of transmitter 

and receiver circuit, 휀 and휀 are the energy consumed for amplifying transmission in 

order to attain a satisfactory signal to noise ratio (SNR) and lis the communication edge 

length.  

 

3.2.3. Energy Balanced Routing Problem in IoT 

 

The sensor nodes in the IoT network collect the required data and send it to the 

destination node. Because of resource limitations in WSNs such as short radio range, 

limited processing ability, and limited battery power, the source node communicates 

indirectly through its neighbors (multi-hop) rather than directly with the destination, 

which results in higher energy efficiency than direct communication. A routing 

algorithm is required in a multi-hop communication environment to find a 

communication path from the source node to the destination node. Multi-hop 

communication eliminates the issue of energy utilization and short-range 

communication encountered in direct communication, but it causes unequal energy 

consumption in the network because intermediate nodes lose their batteries faster while 

relaying data from other nodes. The nodes closest to the sink are the most affected. As 
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a result, the routing algorithm should find a route that equalises the energy 

consumption of the network's nodes so that all nodes lose their energy nearly at the 

same time, resulting in increased network lifetime. A routing path rp in the network 

graph is defined as a sequence of distinct sensors in the WSN starting from source node 

and ending at destination node i.e. 푟푝 = (푣 , 푣 , … . . , 푣 )such that 푣  푎푛푑 푣 are 

adjacent vertices for 1 ≤ 푖 < 푛and푣 =source node and푣 =destination node .The path 

rphaving 푛 sensor nodes has a length of 푛 − 1.The main aim of this chapteris to find an 

optimal routing path between a source and destination node in order to minimize the 

total energy consumption and transmission delay for a reliable communication. 

 

3.3. Q-Learning Based Routing Protocol  in IoT 

 
In this section, we propose a Q-Learning based efficient routing protocol to find 

an optimal and reliable route from a source to destination node in order to reduce the 

total energy consumption and minimize the total transmission delay (based on shortest 

distance), which can ultimately improve the network lifetime. 

 

3.3.1. Problem Modelling 

 

The stochastic optimal routing-path finding problem is modelled as an MDP. Q-

learning updating rules are used to learn an optimal policy. Here, the learning agent 

selects an action in order to interact with the environment (stochastic graph) to reach 

the next neighboring node in the route, to get an optimal path from source to 

destination subject to maximize the expected reward obtained. MDP can be defined as 

follow: 

 State ‘푆’:Each sensor node in the network and the corresponding channel gain 

towards its neighbor nodes is modelled as a state. The current sensor node in the 

routing path-finding process and current channel gain is considered as a current state.   

 Action ‘퐴’:All the out link neighbor nodes are considered in the action set of a state.  

 Transition ‘푃’: The next state is determined by theaction selection in current state. 
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 Reward‘푅’: Reward for a state-action pair (s,a) is calculated by using utility value 

which is the combination of nodes’ residual energy, edge length and nodes’ energy 

consumption and link quality. 

Definition 1- (edge length: distance between nodes): Following formula is used to 

compute the edge length between any two node 푣 , 푣 . 

 

l(푣 , 푣 )= (푥 − 푥 ) + (푦 − 푦 )                                                               (3.4) 

 

where (푥 , 푦 ) and (푥 , 푦 ) are coordinates of node 푣 , and푣 respectively. 

 

Definition 2- (edge length based path): Data packet is transferred from a source node 

to destination through n-hops towards the destination node. The optimal routing path 

based on edge length is represented as 

 

퐿 = min(푙 , … + 푙 )                                                                (3.5)  

 

Where 푙  is the edge length between two nodes at ℎ -hop. And, the path with 

minimum edge length guarantees that the transmission delay is minimum. 

 

Definition 2- (routing path based on energy): Data packet is transferred from a source 

node to destination through n-hops towards the destination node. The optimal routing 

path based on residual energy is represented as 

 

퐸 = max(푒 , … + 푒 )                                                    (3.6)  

Where 푒  is the residual energy of transmittingnode atℎ -hop. Residual energy of a 

node can be computed using Eq. (3.3). 

 

Definition 3- (routing path based on link quality): Data packet is transferred from a 

source node to destination through n-hops towards the destination node. The optimal 

routing path based on better link quality is represented as 

 

퐿_푄 = max(푙_푞 , … + 푙_푞 )                                                    (3.7)  
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Where 푙_푞  is the normalizedlink quality at ℎ -hopand given as 

 

푙_푞 = 퐺 , .                                                                             (3.8) 

 

Where 푆푡 푎푛푑 푆푡  are signal strength at ℎ -hop and maximum signal strength. 

 

    Thus, the reward (utility) obtainedfor transition from 푠 (푣 , 퐺 , ) to 푠  (푣 ,

퐺 , ) state after taking an action 푎 at time slot t being at ℎ -hop can be computed as 

 

푅 = 푊 . 푒 + 푊 . 푙_푞 − 푊 . 푙 − 푊 .퐸(푏, 푙)                                                   (3.9) 

 

Where 푊 , 푊 , 푊 , and 푊  are some prescribed positive weights(휖[0,1]) parameter 

which reflect the importance of residual energy, link quality, edge length and energy 

consumption respectively in calculation of reward, and 푗 = 1,2, … 퐽 are number of 

neighbors for 푣 . The weight parameters푊  푎푛푑 푊 are closely related to each other, 

such that if 푊  is set to zero, the presented model emphasize on the maximization of the 

residual energy in the routing path and transmission delay is ignored i.e., independent 

of number of intermediate hop. When 푊 is set to zero, the presented algorithm pays 

more attention in reducing the transmission delay of packet and ignores residual energy 

of the sensor node. Thus, in both above case lifetime of the network is not optimal 

because of tradeoff between푊  푎푛푑 푊 . Thus, we can adjust these parameter values 

according to our needs.      

  

To find an optimal routing path, the learning agent initially perceive the starting 

state , i.e., the source node and channel gain of the links towards its neighbors, and then 

selects an action using the current policy, till the agent arrives at the destination node. 

     

The state-value is updated using the temporal difference method. The updating 

rule  for Q-learning is  
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푄(푠 , 푎 ) = 푄(푠 , 푎 ) + ζ(푅 + γ 푚푎푥 푄(푠 , 푎 ) −  푄(푠 , 푎 ))            (3.10) 

 

where, ζ ϵ [0,1] denotes learning rate, γ ϵ [0,1]is discount factor. Q-learning adopts ∈-

greedy policy for action selection, i.e, it select optimal action having maximum state-

value with probability 1-∈ and a random action with probability ∈. The main aim of the 

learning agent is to find an optimal policy 휋(푠 ) for selecting an optimal routing path.  

The optimal policy 휋∗(푠 ) denotes the state-value which is greater than other policy’s 

state-value. 

 

     The optimal routing problem can be expressed as 

 

푟푝 =  { , ,… } 푙푖푚 피[∑ γ 푅 ]           (3.11) 

 

푆푢푏푗푒푐푡 푡표 − 

푙 ≤ 푙 ,   ∀ ℎ = 1,2, … 푛 − 1 

푒 ≥ 푒  ( ),   ∀ ℎ 

푙_푞 ≥ 푙_푞 ,   ∀ ℎ 

 

The formulated problem in (3.11) can be optimally solved by a Q-Learning method. The 

goal of proposed routing problem is to maximize the total reward over all routing paths 

starting at source node, such that rp ∈  휑 and휑 is the set of all paths in G starting from 

source node and ending at destination. 

 

 In routing process, each node in the network keeps a routing table which is 

used to select the next hop for the data transmission. The routing table contains the 

information about next possible nodes which can be reachable to all possible 

destinations in the network. This table is updated after each data transmission to store 

the information of node which is good for further data forwarding based on the 

obtained reward. 
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3.3.2. Q-Learning based Routing Algorithm 

In this section, we present a learning based routing algorithm, particularly using 

Q-learning approach. 

 

Algorithm- QLRA 

1.Q-table Initialization 

2.Initialization of path set ᵽ 

3.D = 푣              # destination node 

4.Episode=0 

5.For Episode ≤  Episode  

6.푠 = 푣 , 퐺 , # current state at time slot t         

7.Sr= 푣                    # source node 

8.     ᵽ = Sr 

9.     While Sr≠ 푣  

10. Action_set= neighbor nodes of Sr 

11.          Z = Action_set/ ᵽ 

12.          If Z is empty  then 

13.                 Break 

14.          End if 

15. 푎  = ∈-greedy(Sr) in Z based for 푠  state       # action at 푠  

16.   Obtain  푅 and푠  after ℎ -hop data transmission at 푠  state 

                   #Q-table Update 

17. 푄(푠 , 푎 ) = 푄(푠 , 푎 ) + ζ(푅 + γ 푚푎푥 푄(푠 , 푎 ) − − 푄(푠 , 푎 )) 

18. 푠 = 푠  

19.          ᵽ= ᵽ U Z 

20.      End While 

21.      Episode= Episode+1 

22. End For 

23. Final_route= ᵽ 

24. Return Final_route 
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Initially, we initialize the Q-table with all zero values. After that current state 

푠 is observed. Based on the current state an action 푎  is selected from the available 

actions at 푠  (line no. 15). After executing the action, a reward and next state 푠  are 

obtained (line no. 16).  Using the achieved reward, state-value 푄(푠 , 푎 ) is updated 

(line no. 17). And now next state 푠  becomes current state. The algorithm converge 

either source node find a routing path to reach destination node or for the maximum 

number of episode. 

 

Time Complexity: 

 

The time complexity of the Q-learning based routing algorithm mainly has three 

aspects: (1) the algorithm continues until it find destination node in the line no.9 i.e., 

number of intermediate node in the routing path is (푛 − 1). (2) Selecting an action 

(choose neighbor node) from the set of neighbors’ nodes subject to maximize the 

expected discount reward in the network. The set of neighbors is represented in the 

form of 푛 × 푛 matrix i.e., but for the single node (state) linear search apply on the 

single desired row takes 푂(푛) time in line no.10 to line no.15. Thereafter line no.16 to 

line no. 19 requires constant time to update the Q-value (3).The algorithm runs in worst 

case are equal to the number of episode until convergence (line no.5). Thus, overall 

time complexity of the algorithm is 푂  퐸푝푖푠표푑푒 (푛 − 1)푛) =

푂  퐸푝푖푠표푑푒 (푛 ) . 

 

3.4. Simulation Results and Analysis 

 
In this section, firstly, the convergence performance of proposed Q-Learning 

routing algorithm is analyzed over learning trails and link quality in terms of steps until 

convergence and reward (utility) respectively. Secondly, comparative analysis of the 

proposed algorithm against Random learning algorithm and without (w/o) learning 

algorithm done with respect four metrics: 1) Reward (Utility) 2) Residual energy 3) 

Energy consumption 4) Edge length.  All these algorithms are simulated using same 

values of parameters for energy model and network conditions. 

 

3.4.1 Simulation Environment 
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The simulation is carried out using MATLAB in a 100푚 × 100푚 square area 

having 50 sensor nodes are randomly distributed. The communication range and initial 

energy of all the sensor nodes set to be20 m and 0.5 J respectively.  The maximum 

bandwidth for each of the communication link in the network is 100Mbps. Without loss 

of generality, one source node and one destination node is selected randomly for the 

performance analysis of all the state-of-art-algorithms. The others simulations 

parameters are shown in Table 3.1. 

 

Table 3.1. Simulation Parameters 

Parameter Value Parameter Value 

퐵  (0.5, 15) 푑퐵푚 Initial 

Energy 

푂. 5 퐽 

ζ 0.7 Γ 0.92 

퐸푝푖푠표푑푒  1000 ∈ [0,1] 

휀  3 휀  0.9 

푆푡  50 dBm 푙_푞  [2,12] 

푊  0.7 푊  0.5

푊  0.3 푊  0.4 

퐸  0.05 푛 50 

퐺 ,  10 푑퐵푚   

 

 

3.4.2. Result Analysis 

 

a. Convergence Performance over Learning Trails 

 

 Fig 3.1 illustrates the convergence performance of the proposed QRL- based 

energy balanced algorithm over number of learning trails. It can be clearly observed 

from result, the RL agent takes 940 steps to converge for the first trails of learning rate 

thereafter it took less number of steps approximate 560 steps for the very less value of 

learning rateζ = 0.005.The number of steps on average higher than 200 steps for the 

taking the value ofζ = 0.02, whereas the best performance to achieve convergence by 
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the RL agent for the value ofζ = 0.05. Thus, it is necessary to choose the learning rate 

with caution for convergence in small number of steps towards maximization of reward 

i.e. reduce the energy consumption and minimize the number of hop counts.    

 

 

Fig.3.1. Convergence performance over learning trails 

 

b. Reward (Utility) over Link Quality 

c.  

 

Fig.3.2. Reward (Utility) over link Quality 

 

Fig 3.2. illustrates that the reward (utility) of the proposed Q-learning routing 

algorithm with respect to link quality under different residual energy of the 

intermediate hops in the routing path. The link quality describes the nature of 
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communication path between the sensor nodes. And further, link quality depends upon 

the residual energy of the intermediate hops. If the residual energy of the 

communicating nodes is high then the link quality is also better and vice-versa. It can 

be observed from the results, at the beginning, the reward of the proposed algorithm 

increases rapidly then become stationary as the value of link quality improves. This is 

because of the learning capability of the proposed algorithm to optimize the reward 

faster at link quality’s value 8. It is also worth to note down reward of the proposed 

algorithm cannot increase with further increase in the link quality. This is due to the 

fact other factors such as limited bandwidth and energy consumption in communication 

also increases and then affects the reward of the proposed algorithm according to Eq. 

(3.10). 

 

d. Comparative analysis of Reward (Utility) over Episodes 

 

 

Fig.3.3. Reward (Utility) over Episodes 

 

A comparison of reward (utility) between proposed QRL- based energy 

balanced algorithm and state-of-art-algorithm over number of episode is presented in 

the fig 3.3 using learning rate ofζ = 0.05. it is clearly observed from the simulation 

results that Q-learning algorithm converges faster than random learning algorithm 

within 390 episodes. Whereas random algorithm’s utility converges around 580 

episodes. This is due to the fact the proposed QRL algorithm uses 휖-greedy technique 

to select an action rather than randomly selected any action for the current state-reward. 
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Also, optimal learning policy helps in the selection of an action in QRL, which 

ultimately maximize the reward with less number of episodes. It is also worthy to note 

down that worst performance is shown by without learning algorithm. This is because 

of neither have learning policy nor any optimization technique involved in the process 

of reward maximization.  

 

e. Comparison of Residual Energy over Episodes 

 

Fig. 3.4. Residual energy over Episodes 

 

A comparison of convergence characteristic in the terms of residual energy 

between Q-learning and the state-of-art-algorithm is presented in the fig 3.4. using 

learning rate ofζ = 0.05. It is clearly observed from the result as the number of episode 

increases residual energy increases for all the three algorithms and converges at 400 

episodes. Further, it is noticeable that proposed QRL based energy balanced routing 

algorithm has higher residual energy about (0.87Joule) than other state-of-art-

algorithm. This is because of the. QRL selects the next hop for the routing purpose 

based on optimal policy learning strategy subject to maximize the residual energy, 

better link quality and minimum distance. Whereas random algorithm select the next 

route based on minimum distance and does not consider residual energy of the next hop 

that in turns increases the overall energy consumption. And, the without learning based 

algorithm selects any hop for the routing randomly without considering the residual 

energy and minimum distance.     
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f. Comparison of Energy Consumption over Episodes 

 

Fig.3.5. Energy Consumption over episodes 

 

A comparison of energy consumption of the proposed Q-learning routing 

algorithm with state-of-art-algorithms over number of learning episodes is shown in the 

fig. 3.5. It can be observed from the results; at the start of learning episodes the energy 

consumption of the proposed algorithm is 0.225 J and as the algorithm reached to 160 

episodes it lower down the energy consumption at 0.03 J. Further, proposed algorithm 

reached up to 400 episodes, the energy reduces to 0.025 J and consumption becomes 

stable. Whereas other state-of-art algorithm fails to optimize the energy consumption of 

the nodes involved during routing path. This is because of Q-learning algorithm uses ∈-

greedy approach for the selection of optimal policy, whereas Random algorithm selects 

any action randomly to obtain the reward. It is also noted down that the worst 

performance is shown by without (w/o) learning algorithm, because it does not have 

any learning policy and compute reward on the current situation of node’s parameters.     

 

g. Comparison of Edge Length over Episodes 

 

A comparison of edge length of the proposed Q-learning routing algorithm with 

state-of-art-algorithms over number of learning episodes is shown in the fig 3.6. The 

edge length describe the distance between the intermediate hops, smaller the edge 

length (Euclidean distance) corresponds to reduce the transmission delay and improves 

the also convergence speed of the learning based routing algorithm. 
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Fig. 3.6. Edge Length over episodes 

 

The results shows that as the number of episode increases, the edge length of 

proposed algorithm reduces and stabilized about to 17 m within 400 episodes. Whereas 

edge length of random and without learning algorithms are fluctuates and fails to 

convergence. This is because of proposed Q-Learning routing algorithm at the 

initialization know the number of hop counts and also in learning phase ∈-greedy 

policy helps to compute less number of intermediate hops count and then compute the 

shortest distance edge length. It can be also observed that without learning based 

routing algorithm compute the edge length only on Euclidean distance formula 

according to Eq. (3.4) and nothing to do with learning and in turn fail to converge the 

edge length.   

 

3.5. Summary 
 

In this chapter, we handled the problem of energy balanced routing algorithm 

using reinforcement learning and proposed QRL algorithm for wireless sensor network. 

The link quality, residual energy, and distance between the two consecutive hops are 

used as parameter for selection of an optimal action subject to maximize the reward 

(utility). To achieve the objective QRL based energy balanced algorithm has been 

proposed and their time complexity is also analyzed to show the effectives of the 

proposed algorithm. It is also proved from the simulation results the proposed QRL 

algorithm converges faster than other state-of-art-algorithms. It is also notable from the 
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simulation results that energy consumption and link quality and residual energy also 

improved compared to random algorithm and without learning algorithm. In the future, 

we also include the node density as another parameter to estimate the energy balanced 

routing path using deep learning techniques.  

 

 

 



 

 Chapter 4 

Secure Data Deduplication and Data Sharing in 
IoT 

_______________________________________ 

 

 

This chapter presents a fog-enabled secure data deduplication and encrypted 

search (FDES) scheme for IoT, which uses the Merkle tree for storage of data. The FDES 

scheme supports dynamic ownership management, and it provides authorized access to the 

shared data with quantum-resistant attacks using lattice cryptography. We further ensure 

a multi-user search for the encrypted data using an encrypted keyword based on the 

homomorphic function. Moreover, each authorized user in the system has his own unique 

keys which further simplifies key revocation. Security analysis depicts that the 

performance of FDES scheme is better than the current data deduplication scheme. 

Moreover, simulation results demonstrate that encryption and decryption time is 

significantly reduced. 

4.1. Introduction 
 

Internet of things (IoT) is a technology, where data sensed by smart devices such as 

sensors, mobile phones and vehicles, are transmitted to the cloud. Due to limited storage 

and low computing capability of IoT devices, the network suffers from problems such as 

the transmission, storage, and security of data. Fog computing reduces transmission delay 

between user request and cloud response by being closer to the user’s data. Fog computing 



is an emerging network framework with a combination of IoT and cloud computing in 

which services are handled either at the network level or at the remote data center cloud. 

To optimize disk space, data deduplication was proposed which stores only one copy of 

duplicate data and provides an access link to the owners. This saves significant disk space 

and bandwidth. However, shared usage of data can compromise the security of the network 

and raises new challenges. 

 

As data owners are worried about unauthorized access of the data from cloud 

service providers or adversaries, at user level encryption of the data before outsourcing 

may be considered. To maintain data privacy and deduplication, convergent encryption 

(CE) [106] is a feasible solution. It computes the hash value of the data file and runs the 

convergent keys to encrypt and decrypt the sensitive files. After encrypting the file, the 

data owner outsources the encrypted file to the server and only carries the encryption keys. 

CE results in the same hash value and the same convergent key. However, CE also 

witnesses the following problems. First, the revoked users may access the data even when 

they are no longer authorized user, or leak their shared keys and enable another illegitimate 

user to access the shared data. Second, efficient key management is another issue in secure 

data deduplication. Every updated data needs a fresh shared key and thus all the legitimate 

data owners get the new keys. This can incur significant computation, communication, and 

storage overhead expenses. Therefore, dynamic ownership and efficient key management 

are vital for secure deduplication implementation in a fog environment. 

 

Moreover, standard security algorithms such as elliptic curve cryptography, 

ElGamal, attribute-based encryption will become vulnerable in the era of post-quantum 

because quantum computers have the capability to solve these algorithms in polynomial 

time. Hence, advanced security algorithms are necessary to maintain the integrity and 

confidentiality of fog computing. In this context, lattice-based cryptography is a prominent 

solution against quantum attacks. The reason for resistance from quantum attacks is that it 

cannot be decrypted in polynomial time and has been proven secure against various known 

traditional cyber-attacks [107]. 



 

CONTRIBUTION 

In this chapter, we propose a secure data deduplication scheme by using Merkle 

tree with lattice cryptography to save cloud and fog’s storage across various service 

providers and to ensure secure, searchable and dynamic access to the shared data. We 

designed dual folds’ data encryption mechanism particularly at the user level and fog-

server level to avoid data leakage at the fog and cloud server levels. Moreover, a multi-user 

search using encrypted keywords based on the homomorphic function to perform search 

queries over encrypted data is presented. We also design a mechanism for dynamic updates 

for all authorized users where any user can insert encrypted data and another user can 

decrypt it without knowing the keys of others. Security analysis of the FDES scheme has 

been performed to prove its robustness. In addition, with numerical and experimental 

results, we reveal that the FDES scheme has improved the computational, communication 

and storage cost. Finally, we present open issues for fog enabled data deduplication for 

various IoT environments.  

4.2. Related Work 
 

With the rapid development of cloud computing, many deduplication techniques 

have been proposed. The fundamental solution for the secure deduplication was 

convergent encryption (CE) [106]. In this scheme, the hash value of the data was used as a 

key to encrypt the data and it ensures the same ciphertext corresponding to the same data. 

Further, to guarantee data ownership, proof of ownership (POW) was proposed in [108] to 

verify the user’s data. Then various schemes were put forward for POW using Merkle tree 

and homomorphic verifiable tags [109]. A novel deduplication scheme [109] was 

proposed, where the user can generate its file tags. These file tags are used in uploading the 

file to the cloud server and used for auditing of data while data stored in the cloud server. 

Further, to prevent data leakage, a server-side deduplication scheme on encrypted data was 

proposed in [110].  This scheme provides a secure ownership group key distribution and 

also controls dynamic changes at the cloud server by exploiting randomized CE. A 



dynamic integrity verification scheme [111] was proposed, which uses a bloom filter and a 

lattice-based signature. This model uses a vector for confirmation of a collection of 

elements, which results in better efficiency. However, this model works independently and 

lacks in providing the user’s privacy to improve the verification efficiency of trust 

providers. For dynamic user management, a secure and scalable data deduplication was 

proposed in [112]. It dynamically updates the group users and limits the unauthorized 

cloud users to access the sensitive data owned by valid users. The above-discussed 

schemes mainly solve the problem of data deduplication and lack of encrypted data 

searches in a cloud environment.  

 

Searchable encryption (SE) searches keys over encrypted data in the cloud 

environment, was originally introduced in [113]. The computational overhead in the SE 

was linear to the size of the search query. Many SE schemes were proposed to resolve this 

problem. A fully trusted third party [114] was introduced to maintain the secret keys of 

authorized users. Later, multi-user data sharing scheme [115] was proposed, and it was 

based on attribute-based SE. The existing SE schemes are based on traditional complexity 

assumptions and may be compromised by quantum computers. Therefore, it is significant 

to study how to achieve a secure and efficient data deduplication and encrypted search for 

post-quantum cloud computing.  

 

4.3. The FDES Scheme 
 

In this section, we propose a secure data deduplication and encrypted data search 

scheme in the fog environment that has dynamic ownership management capability with 

quantum-resistant attacks. The FDES scheme is partially based on lattice-based 

cryptography with Merkle tree storage structure to provide POW.  The server stores the 

data in encrypted form, and homomorphic function helps in search over encrypted data. 

Fig 4.1 shows the various functions and overview of the FDES scheme.  

 



Fig.4.1. Architecture diagram of data deduplication and encrypted search scheme 

 

4.3.1. Scheme Construction 

The initial user encrypts the data and then outsources it to the fog server with file-

specific keywords. The fog server re-encrypts the data, keys, and keywords. Further, a fog 

server generates a Merkle tree corresponding to the cipher texts and stores only its root 

node into its directory and outsources ciphertexts to the cloud. After the initial data upload, 

the subsequent user attempts to upload the data already stored in the cloud server. Fog-

server performs the ownership verification and after successful verification, it adds the 

subsequent user to the ownership list. To access the file stored in a cloud server, an 

authorized user sends the request based on an encrypted file-specific keyword search. The 

fog server re-encrypts the keywords and either search into its own directory or forwards 

the request to the cloud server. On successful search, the server returns the corresponding 

encrypted data with the file-specific keys. The scheme supports secured updates over 

encrypted data. The FDES scheme consists of four phases: {System initialization, Data 



outsourcing, Fog assisted privacy-preserving data search, and Get updates} and are 

described in the following subsections.    

 

System Initialization: The key generation certification (KGC) initializes the public 

parameters 푝푝 where the input is lattice polynomial vectors. These parameters are 

distributed to 푓표푔 푠푒푟푣푒푟 and 푢푠푒푟푠 of the network. The private key for 푓표푔 푠푒푟푣푒푟 and 

푢푠푒푟 are generated from lattice vectors. KGC publishes the pp {user private key, user 

public key, fog server public key, fog server private key, two hash functions}. 

 

Data Outsourcing Phase:  

Step 1. Suppose푢푝푙표푎푑푒푟 requests to upload a 푓푖푙푒 to the 푓표푔 푠푒푟푣푒푟with the 

ℎ푎푠ℎ 푣푎푙푢푒and 푀푒푟푘푙푒푅표표푡 of the file. 

Step 2. The 푓표푔 푠푒푟푣푒푟 first checks the hash of the file in its repository. If it 

already exists, then deduplication happens at the local repository of 푓표푔 푠푒푟푣푒푟, 

otherwise it requests a deduplication check to the cloud server. If cloud server finds 

duplicates, it checks the authenticity by matching the Merkle Root stored in its own 

repository.  

Step 3. a) If the users’ calculated root value is equal to the Merkle Root stored in 

the cloud thenserver authenticates it and adds푢푝푙표푎푑푒푟 into the ownership list of the file 

at the cloud otherwise, the request gets cancelled. If hash of the file does not exist, 

uploader becomes the initial uploader of the file. 

Step 3. b) Fog server calculates the file public key and update the ownership list. 

Step 4. After receiving the file public keys, the user generates public and decryption 

key corresponding to file. 



ℎ푎푠ℎ 푣푎푙푢푒 푀푒푟푘푙푒푅표표푡

file doesn’t  exists

 

Fig. 4.2. Lattice-based data deduplication and encrypted search 

 

Step 5. Uploader encrypts the file and search keywords from the standard keyword set 

corresponding to the file. It outsources the cipher text file and cipher-keywords to the local 

fog server.  

Step 6. The outsourced data file is very valuable and unauthorized access is unacceptable 

for the data owners. To protect the data, the fog server re-encrypt the cipher keywords and 

key which are uploaded by uploader. Further, the fog server computes the hash of cipher 

blocks and generates Merkle tree as shown in Fig 4.2. Finally, the fog server stores the 

tuple (Merkle tree, encrypted key, and encrypted cipher keywords) into its entry table. 

Step 7. fog server uploads re-encrypted cipher file to the cloud server for storage space 

purpose. The procedure for data outsourcing is depicted in Fig 4.2. 



4.3.2. Fog Assisted Privacy-preserving data search 

The data search occurs at fog and cloud servers. Before starting the search, fog server 

encrypts the cipher keywords and then searches for the document. The encrypted keyword 

search helps in maintaining file anonymity. Fig 4.2 illustrates a typical procedure.  

Step 1. When a user wants to access the files corresponding to a keyword, it encrypts the 

keyword and asks the fog server whether the requested file exists.  

Step 2. The fog server first checks whether corresponding cipher keywords exist in its 

trending keyword list or not and then checks in its entry table. The trending keyword list 

helps to reduce searching time. If the fog server finds the file along with keys, it doesn’t 

consult the cloud server, otherwise, re-encrypt the keywords and forward the request to the 

cloud server. 

Step 3. The cloud server sends the file along with keys to the fog server.  

Step 4. The fog server decrypts the keys and encrypted file, and outsources it to the user. 

Step 5. Data decryption: User first re-decrypts the key and then file using the file 

decryption keys. An unauthorized user cannot decrypt the file because the server does not 

have the corresponding proxy decryption key. Finally, user gets the plain file. 

 

Get Updates: Users update their outsourced contents from the remote storage by 

performing the POW as follows: 

 POW: A user performs verification before updating the data file to prove the ownership 

with the help of Merkle tree.  

 Modify: As we already know, the data stores in encrypted form. Server performs the 

update operations on cipher text with the help of homomorphic functions. The updated 

data is encrypted with the help of file-specific keys and is outsourced to the nearby fog 

server along with an updated internal state. Fog server inserts the cipher text and 

updates the corresponding Merkle tree. After updating the file, state of the file changes 

from internal to outward state and all the users of the file get the information about the 

update. Authorized data owner uses extended Euclidean functionto get the original 

plaintext through the information obtained from the fog server. 



 Delete: If the user wants to delete the data from the server, the user requests the fog 

server with the request (req = delete). The fog server checks the requested file in its 

local repository. If fog server finds the file, it delete the data otherwise asks the cloud 

server to update the file. The cloud server update the files and changes the state of file 

to outward and inform all the owners about the modification.  

퐹

퐹

POW: Proof of ownership, SSL: Secure Socket Layer, TLS: Transport Layer Security, IPSec: Internet  Protocol Security, SSH: Secure SHell
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Fig. 4.3. Overall flowchart of the fog-assisted deduplication and search over encrypted 

data 

 

4.3.3. Overall Flowchart of The FDES Scheme Over Encrypted Data 

In this section, we present a flowchart of the FDES scheme as shown in Fig 4.3. 

The IoT devices collect and aggregate the data. Then the data is outsourced to the fog 

server. After receiving the data, the fog server checks the duplicate copy at the local 

storage. Further, the fog server asks to remove the redundancy at the cloud storage to 

optimize the storage space.  The fog servers only store the frequently searched files. In 

addition, to maintain the privacy of users’ data, the outsourced data re-encrypted at the 

server level before being stored it into the database. To improve search efficiency, a user 



also outsources multiple searching keywords in the encrypted form corresponding to a data 

file. Further, the fog server stores the keywords after re-encryption and outsources all the 

data files in the re-encrypted form to the cloud server. When a user needs to access the 

data, it sends the encrypted keyword query to the local fog server, and it checks its 

repetition rate. If the repetition rate is greater than 0.6, the fog server holds the file else, 

transfer the request to the cloud server. The cloud server searches encrypted keywords in 

its repository and sends the corresponding encrypted file to the fog server. Further, fog 

server decrypts the file based on respective keys and sends the encrypted text to the data 

users. The data users decrypt the data with the help of corresponding data keys. 

 

Considering advance IoT environment, data is changing rapidly which creates the 

need to update the data at the server-level. In order to update the data, the user can modify 

the uploaded files and delete it as well with the help of fog server.   

4.4. Security Analysis 

In this section, we conduct a security analysis of the FDES scheme on various 

attributes and comparatively analyze the scheme with previously related works and are 

shown in Table 4.1. 

 

Dynamic update: The FDE Sup dates dynamic file and ownership list with the help of 

re-encryption technique in fog storage. The cloud server maintains changes in the file and 

ownership list. On getting an update from the fog server, cloud server immediately updates 

the file at its respective locations. 

 

Quantum computer attack resistant: Sharing sensitive information over the network can 

cause serious security and privacy concerns because of quantum computers. The FDES 

scheme is partially based on a lattice-based cryptography with homomorphic functions 

which renders security against the quantum attacks. 

 

Whether the third party can obtain user files: In the FDES scheme, cloud server 

maintains an ownership list corresponding to a file. Any user requesting for a file can 



access the file if they prove the ownership by giving a correct value of Merkle Root to fog 

server. So, it supports multiple users’ access.    

 

Privacy-preserving ownership proof: In the FDES scheme, fog-server and data owners 

prove their ownership via a public channel. Hence, the public parameters (hash of key, file 

public keys) can be obtained by an adversary. Since, the plaintext is encrypted using a tag, 

where the tag comprises cryptographic hash functions that are pre-image resistant. So, if an 

adversary gets the cipher text, it cannot recover the plaintext. Furthermore, the file-specific 

public keys are drawn using lattice vectors, so it reveals no secret key using the 

combination of the keys. 

 

The secret keys are randomized and can be considered as short-term keys. The fog-

server cannot derive the keys with the combination of these keys into its repository. Thus, 

proof of ownership is secure against any adversary’s attack. 

 

Data authentication and integrity check: In FDES scheme, Merkle tree is used to 

provide data authentication and integrity check. The verification of data integrity is done in 

the data outsource phase. In this phase, the fog server provides a series of node values on 

the path from a leaf node to the root node of the tree. The fog-user generates the entire 

Merkle tree for the attested data while the fog-server stores only the root node value into 

its repository.  Hence, only the authenticated user can generate a valid Merkle tree. 

 

Secure user-level key management: Every data owner selects its private key 

independently. Each valid user has a decryption key corresponding to the encrypted key 

based on extended Euclidean function. Data decryption key contains a random seed value 

selected from a uniform distribution so that no adversary can acquire any information from 

a series of user-level public keys in probabilistic polynomial-time. Only a valid user can 

decrypt the data.  Even if an adversary is a valid data owner, it cannot obtain the user-level 

private key.   



Forward secrecy: Whenever a user modifies or delete a data, the central cloud 

immediately updates the corresponding file and also update the ownership list, if 

required. The file-specific keys are also get updated. When a user revoked from the 

ownership list, the cloud server deletes the corresponding user’s ID along with the key and 

again calculates the file-specific keys. Selective user-level updates in the cloud ensure the 

forward secrecy against unauthorized access by revoked users. 

 

Table.4.1 Comparative analysis on various security parameters 

Security Parameter [109] [110] [111] [108] [112] FDES 

Dynamic Update Yes Yes Yes Yes Yes Yes 

Quantum computer attack resistant  Yes No No No No Yes 

Whether the third party can obtain user 

files 

No Yes No No Yes Yes 

Privacy-preserving ownership proof No Yes No Yes Yes Yes 

Data authentication and integrity check Yes Yes Yes Yes Yes Yes 

Secure user-level key management  Yes No Yes Yes Yes Yes 

Forward secrecy Yes Yes Yes Yes Yes yes 

Encrypted search No No Yes No No Yes 

 

 

Table.4.2. Comparison of computation, communication and storage cost

 
Computation cost  Communication cost  Storage cost 

Sche

me 

User Server  User-

Server 

Server-user  Public  

parameters 

server user 

[110] 0.0624 푠푒푐0.00092  2560 푏푖푡푠 2464 푏푖푡푠  256 푏푖푡푠 2048 bits 768 푏푖푡푠 

[116] 0.26944 0.32072  4096 푏푖푡푠 −  512 푏푖푡푠 896 푏푖푡푠 896 푏푖푡푠 

[108] 0.02896 0.11520  1024 푏푖푡푠 1664 푏푖푡푠  256 푏푖푡푠 1024 푏푖푡푠 640 푏푖푡푠 

[112] 0.10128 0.06832  1664 푏푖푡푠 1536 푏푖푡푠  256 푏푖푡푠 1024 푏푖푡푠 640 푏푖푡푠 

FDES 0.0784 푠푒푐0.38496  1152 푏푖푡푠 1024 푏푖푡푠  512 푏푖푡푠 896 푏푖푡푠 512 bits 

 



Encrypted search: All the fog and cloud servers are not fully trustworthy neither for 

contents nor for the keys. If a document is called by a particular keyword query, then the 

server gets to know about the content of the file. Hence, to protect the file and keys from 

unauthorized access, both are encrypted at user and fog-level. Even if an adversary gets the 

data from the cloud repository, it cannot decrypt the data without the decryption key. 

Therefore, encrypted search helps in security across multiple devices and moves data 

securely. 

4.5. Simulation Results and Performance Analysis 
 

In this section, we analyzed the FDES scheme with state-of-the-art techniques in 

terms of computation, communication, and storage overheads. The theoretical comparative 

analysis of computation cost of the four schemes [110], [116], [108] and [112] are 

computed on both user and server sides and summarized in Table 4.2. 

 In the FDES scheme, the computation cost is evaluated in two phases, first is user phase 

and another is server. User phase consists of four exponential operations and five hash 

operations, where two exponential operations are performed for user key generation and 

another two exponential operations with five hash operations are performed for 

encryption and decryption of file and keywords. In receiver phase, two exponential 

operations and three hash operations are used, where two exponential operations are 

computed for decryption and three hash operations are performed for re-encryption of 

file and keywords. Based on the experimental results [119], the average time required 

for exponential operation is ≈ 0.0192 sec and hash operation takes ≈ 0.00032 sec, 

approximately. So, the total computation time at the user’s side is (4⨯0.0192 + 

5⨯0.00032) ≈0.0784sec and at server’s side is (2⨯0.0192 + 3⨯0.00032) ≈ 0.38496sec. 

 For communication cost, assume hash identity to be 256 bits, encrypted file 512 bits, 

key size to be 128 bits. In FDES scheme, initially user communicates the ciphertext of 

data file, the user public key, data decryption key, and file user key. In total it involves 

one encrypted file, one key, and two hash identity in user-server communication. Thus, 

bits exchanged are 512+128+256+256 ≈ 1152 bits. Further, server-user requires one 

encrypted file, two keys, and one hash identity for fog-cloud communication to send the 



re-encrypted file, re-encrypted tag, re-encrypted keywords and decryption key. Thus, 

bits exchanged in server-user are 512 + 128 + 256 + 128 ≈ 1024 bits. 

 In the FDES scheme, cloud server stores the cipher text files along with the keys and 

public parameters. Uploader only stores the file-specific parameters in its repository and 

outsources all the data to the fog server. Further, fog server uploads the data file to the 

cloud server and stores only its root node value with cipher keys. Hence, storage 

requirement for public parameters is 512 bits to store two elements of groups. Server 

stores one encrypted file, one group element, and key file. So, the total storage cost at 

server is512+ 256+128 ≈ 896 bits. User stores one group element and Merkle Root in its 

repository. Thus, total storage bits are 256 +256 ≈ 512 bits. 

 

 

                               (a)                                                             (b) 

 

(c)                                                        (d) 

Fig.4.4. Simulation results: a) Computation time for Encryption, b) Computation time for 

Decryption, c) Total energy consumption vs size of data, d) Total execution time vs size of 

data. 



 

4.5.1 Software Implementations and performances 

 

To investigate the actual performance of the FDES scheme, we extend the 

Microsoft lattice cryptography library [117] to implement data deduplication and 

encrypted search scheme. All the experiments are performed on Microsoft Visual Studio 

2013 platform on Intel(R) Core(TM) i7-8700 CPU @3.20 GHZ with a x64-based 

processor, running Windows 10. For the comparative analysis, we compute the encryption, 

decryption, computational and total CPU time with varying file sizes from 1 MB to 10 

MB. The FDES scheme is compared with SDDOC [108] and SEBD p [110]. 

 

In the data outsourcing phase, the encryption time consumed by the FDES scheme 

is 7ms for 1 MB file while SEDB and SDDOC consume 8ms and 3ms, respectively as 

shown in Fig 4.4a. This is because of the FDES scheme uses lattice vectors performs better 

than bilinear pairing schemes [108] and [110]. From Fig 4.4b, it is noticed that decryption 

time for the FDES scheme, and SEBD is 22ms and 28ms for 4MB file, respectively. From 

Fig 4.4c, we analyzed that as the data size grows, energy consumption also increases 

linearly for data deduplication and encrypted search. Fig 4.4d shows the total time taken by 

the FDES scheme for varying input data size. Time taken by 6MB file is 900ms and it 

grows further if the file size increases. This is due to the increase in uploading and 

downloading time with the growth of data.  

 

4.6. Open Issues And Future Directions 
 

We identified various important issues for the fog-assisted data deduplication in IoT 

networks that require advance and robust solutions. A few such issues are listed as: 

 

Data deduplication for the Internet of vehicle (IoV): For IoV with high mobility, a 

dynamic approach is required to deal with parking, and traffic lights. Particularly for the 



cloud server, it will be difficult to maintain data deduplication and reduce the response 

time in such a high mobility network.  

 

Data deduplication technique for underwater sensor-cloud: In Underwater sensor-

cloud, various elements (e.g., ocean waves) might interfere with the transmission process 

that results in multipath fading. Thus, storing data deduplication for underwater needs to be 

given emphasis.  

 

Detection of rogue nodes in the fog-assisted network: The corrupted fog nodes may 

pretend to be legitimate nodes. Such kind of nodes causes serious attacks such as denial of 

service attacks, signal jamming. Thus, a reliable and robust intrusion detection system for 

each fog node may reduce the attacks.  

 

Privacy-preserving data aggregation: Data aggregation reduces a significant amount 

of communication costs. It will be quite significant to develop a multi-user signature key 

for distinct messages of different types generated by distinct users. 

 

4.7. Summary 
 

In this chapter, a fog-enabled data deduplication and encrypted search scheme is 

proposed for the post-quantum era. We use the lattice cryptography with homomorphic 

functions to search over encrypted data which renders the security against the quantum 

attacks. The search queries are executed by re-encryption of outsourced cipher-keywords at 

server-level by fog. We conduct the security analysis for data deduplication on various 

parameters. Further, we compute the computational, communication and storage costs and 

compare them with state-of-the-art schemes. We perform a comparative analysis of 

encryption and decryption time. Finally, the FDES scheme is comparatively better than 

state-of-the-art techniques. 

 



 

Chapter 5 

Conclusion and Future Work 
_________________________________________________________________________ 

 

 

 

In this thesis, Data mining enabled techniques for IoT have been presented in 

different ways. The models for Collaborative Filtering based Recommended System, Q-

Learning Based data transmission, and data deduplication for cloud and IoT based network 

have been proposed. The proposed models and algorithms have compared with the existing 

state of the art algorithms.  This chapter presented the conclusion of the work carried out in 

the thesis, discussion and future direction to extend the proposed work.   

5.1 Conclusion 

The data around us is useless until it is processed under data mining techniques. 

With the utilization of Data Mining techniques, the IoT environment becomes intellectual. 

The work presented in this thesis is a diffident effort to develop data mining assisted model 

for data transmission for IoT and analyze their performance. Therefore, three different 

approaches for data transmission have been developed.  

 

We present system architecture of IoT cloud computing platform for data 

management, storage, analysis and uses data mining approach to recommend top N- 

priority list to the target users. Collaborative filtering algorithm is presented to improve the 

prediction accuracy on the basis of user scoring matrix. We also consider the asymmetrical 

influence degree of the scoring of user on similar items and time decay weight function for 



the recommended system. In this work, we consider mainly two aspects. One is to propose 

system architecture of the IoT-cloud computing that how data are flow from terminal users 

to application layer. In this regard a four-layer system model is proposed for the data 

acquisition and mining purpose. On the other hand, a collaborative filtering algorithm 

based model is proposed to recommend the top rated items to the target user by using time 

weight decay function and asymmetrical influence degree between users for the similar 

items.  

 

The problem of energy balanced routing algorithm using reinforcement learning 

has been proposed for sensor enabled IoT network. The link quality, residual energy, and 

distance between the two consecutive hops are used as parameter for selection of an 

optimal action subject to maximize the reward (utility). To achieve the objective QRL 

based energy balanced algorithm has been proposed and their time complexity is also 

analyzed to show the effectives of the proposed algorithm. It is also proved from the 

simulation results the proposed QRL algorithm converges faster than other state-of-art-

algorithms. It is also notable from the simulation results that energy consumption and link 

quality and residual energy also improved compared to random algorithm and without 

learning algorithm. In the future, we also include the node density as another parameter to 

estimate the energy balanced routing path using deep learning techniques.           

A fog-enabled data deduplication and encrypted search scheme is proposed for the 

post-quantum era. We use the lattice cryptography with homomorphic functions to search 

over encrypted data which renders the security against the quantum attacks. The search 

queries are executed by re-encryption of outsourced cipher-keywords at server-level by 

fog. We conduct the security analysis for data deduplication on various parameters. 

Further, we compute the computational, communication and storage costs and compare 

them with state-of-the-art schemes. We perform a comparative analysis of encryption and 

decryption time. Finally, the FDES scheme is comparatively better than state-of-the-art 

techniques. 

 



5.2 Discussion 

In this work, the results obtained from the proposed data mining enabled models for 

IoT are presented.  Mathematical models and algorithms developed for efficient data 

transmission in IotT are simulated using MATLAB, for different settings of parameters.  

After analyzing the results obtained in this work, we observed the following: 

 Extensive simulations were performed to show the remarkable performance 

achieved by the proposed Collaborative filtering algorithm under different time 

decay weight value and data sample set size. The simulation results of the 

proposed model show that accuracy rate; recall rate is about 95% and 92 % 

respectively on the data sample set size of 5000. In the future work, we 

consider the energy analysis and their application in different machine learning 

technique in the IoT-cloud computing platform.   

 To compare the accuracy rate of the proposed Collaborative filtering algorithm 

with state-of-art-models, we set the time decay value is 0.25. This is due to the 

fact that performance (accuracy rate) of the proposed model is superior when 

the value of time decay weight function approaches to 0.25. 

 It can be observed from the results that for the small set of data set data loss rate 

is about 95% and as there is increase in the data sample set size, the loss rate of 

the proposed tend to decreases and settled down on 4000 data set size. This is 

because of as the model extract the more number of items in the recommended 

list from the values as dictated by symmetrical function influence factor and 

user-item preference degree, the chance of loss rate is decreases i.e., accuracy 

rate of the proposed model increases in the sense of recommending the correct 

items to the target users.      

 The convergence performance of the proposed QRL- based energy balanced 

algorithm over number of learning trails is better as compared with the state of 

the art algorithms. It can be clearly observed from result, the RL agent takes 

940 steps to converge for the first trails of learning rate thereafter it took less 

number of steps approximate 560 steps for the very less value of learning 



rateζ = 0.005.The number of steps on average higher than 200 steps for the 

taking the value of ζ = 0.02 , whereas the best performance to achieve 

convergence by the RL agent for the value ofζ = 0.05. 

 It can be observed from the results, at the beginning, the reward of the proposed 

Q-learning algorithm increases rapidly then become stationary as the value of 

link quality improves. This is because of the learning capability of the proposed 

algorithm to optimize the reward faster at link quality’s value 8. 

 It is noticeable that proposed QRL based energy balanced routing algorithm has 

higher residual energy about (0.87Joule) than other state-of-art-algorithm. This 

is because of the. QRL selects the next hop for the routing purpose based on 

optimal policy learning strategy subject to maximize the residual energy, better 

link quality and minimum distance. Whereas random algorithm select the next 

route based on minimum distance and does not consider residual energy of the 

next hop that in turns increases the overall energy consumption. And, the 

without learning based algorithm selects any hop for the routing randomly 

without considering the residual energy and minimum distance.     

 it is clearly observed from the simulation results that Q-learning algorithm 

converges faster than random learning algorithm within 390 episodes. Whereas 

random algorithm’s utility converges around 580 episodes. This is due to the 

fact the proposed QRL algorithm uses 휖-greedy technique to select an action 

rather than randomly selected any action for the current state-reward. Also, 

optimal learning policy helps in the selection of an action in QRL, which 

ultimately maximize the reward with less number of episodes. 

 The results shows that as the number of episode increases, the edge length of 

proposed algorithm reduces and stabilized about to 17 m within 400 episodes. 

Whereas edge length of random and without learning algorithms are fluctuates 

and fails to convergence. This is because of proposed Q-Learning routing 

algorithm at the initialization know the number of hop counts and also in 

learning phase ∈-greedy policy helps to compute less number of intermediate 

hops count and then compute the shortest distance edge length. 



 In the data outsourcing phase, the encryption time consumed by the FDES scheme is 

7ms for 1 MB file while SEDB and SDDOC consume 8ms and 3ms, respectively. 

 The total time taken by the FDES scheme for varying input data size 6MB file 

is 900ms and it grows further if the file size increases. This is due to the 

increase in uploading and downloading time with the growth of data.  

 

5.3 Future Work 

 In the future, we also include the node density as another parameter to estimate the 

energy balanced routing path using deep learning techniques.  

 As the sensor devices produce a huge amount of data and sensor devices are battery 

powered, therefore an energy efficient mechanism should be developed with some 

improvement scopes with the passage of time. Such environment will always be in 

the scope of improvements. That's why energy issue in IoT environments will 

always be a hot topic of research. 

 Along with energy, the huge amount of produced data may suffer from congestion 

issues. Therefore congestion management or congestion control could be the 

sensitivity research topic in IoT environment. 

 The sensor devices have a limited storage capacity and this is an era of technology, 

therefore cloud based or fog based mechanism should be developed with some 

advanced features to incorporate storage concept.  

 For Internet of Vehicles, with high mobility, a dynamic approach is required to deal 

with parking, and traffic lights. Particularly for the cloud server, it will be difficult 

to maintain data deduplication and reduce the response time in such a high mobility 

network.  

 Data aggregation reduces a significant amount of communication costs. It will be 

quite significant to develop a multi-user signature key for distinct messages of 

different types generated by distinct users. 
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