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1 INTRODUCTION

1.1 INTRODUCTION
‘Parts of Speech’ is an important stage in any Linguistic analysis. The information that are

provided by the web search engines are also inherited with POS information for the proper
coding and decoding of information based on the user’s input. A language learner first learns the
vocabulary and the grammatical categorization for that language before he/she comes to analyze
the basic sentence structure.

Parts-of-Speech (POS) annotation is one major building block for developing language
technology. From the Computational Linguistic perspective, this stage of providing a text with
the POS information is known as POS tagging. This is a process of assigning a word (token) with
the tag (POS tag) which describes the grammatical category of that word in a given string. It

might seem similar to the ‘gloss’ provided during the linguistic analysis.

POS annotation is a bridge between the corpus and other higher level language resources. The
corpus of a language is the database or the documented piece of language in machine readable
format. On the other hand, language resource is the resources helps in development of
technological aspect of a language. These resources are chunker, parser, WSD (word sense
disambiguator etc.). The annotation is an intermediate level which transfers the morpho-syntactic
(POS) information to the corpus resulting in creating an annotated corpus of a language which is

used for higher level NLP (natural language processing) research works.

The NLP work on Indian Language came rather late but by now many Indian languages have
come up with different technologies for them. There are different consortia and research groups

considering Indian languages for developing technologies.

The present work aims at developing such resource for Bhojpuri. The goal of the study is to
develop a statistical POS tagger for Bhojpuri, as it is a less resource language and no such
development has taken place in this regard. Support Vector Machine (SVM), serves as the
learning model for the tagger as it is a less probabilistic and a pure classification model for both

linear and non-linear data.
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In due course, there are two other stages of developments involved, namely creating Bhojpuri
corpus and the POS tagging of the corpus. For any analysis, first of all, a database of language is
required; this has been fulfilled by creating a corpus for Bhojpuri under this experiment with
approximately 1.69 lakh tokens. In the next stage, the corpus has been annotated for the training
purpose and an annotated corpus of 90k tokens has been created. The tagger has trained in this

endeavor shows the accuracy of 88.6% and rest part of tagger is under development.

The later section of the work deals with the comparative analysis of present Bhojpuri tagger with
a contemporary Hindi tagger which is in being worked upon. The accuracies and the test results
are evaluated for both the taggers. The some linguistic rules are proposed in the later part of the

study, which could be applied at the post processing stage during the development of the tagger.

1.2 METHOD OF RESEARCH

There are many research groups like IIT Hyderabad, 11Ts, JNU, UoHyd etc developing
technologies for Indian Languages. Taggers have already been trained for languages like Bangla,
Hindi, Malayalam, Telugu and Punjabi etc. with considerable results. Apart from rule based
taggers, many statistical training models have also been employed for different languages.
HMM, MEM, CRF, SVM are all tested and the accuracy of most of the tagger ranges between 86
-90%. Some have even higher accuracies.

Under this experiment a general domain corpus for Bhojpuri has been created following the
standards for generating representative corpus and the source data was drawn from the web. The
formatting and validation of the corpus has been done following the ILCI (Indian Languages

Corpora Initiative) format and validation tool (ILCIANN) respectively.

For annotation purpose, the BIS (Bureau of Indian Standard) scheme for Indian languages has
been adopted and the Bhojpuri POS tagset was devised following the same. The tagging has been
dome semi-automatically using the ILCIANN tool developed under the ILCI project. Lastly, the
Bhojpuri tagger has been modelled on the SVM. The efficiency of the tagger has been compared
with the Hindi tagger modelled on SVM. A comparative analysis of both the taggers has been
done under controlled conditions where, size and domain of the test data and the learning model
were okept constant. As a result of which we get that, although the taggers were calculated with

approx 94% and 88% accuracies for Hindi and Bhojpuri, the results of the domain specific Hindi
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tagger and the general domain Bhojpuri tagger reduces to one percent and the new accuracy was
found to attain 93% and 87 %, respectively, when tested on the data from a new language
domain. This result falsifies the hypothesis made in the beginning of the study which states that
the result of a general domain tagger will surpass the domain specific tagger if the test data
belongs to a specific domain, as the familiarity of the general domain tagger with the data will be

higher than that of the domain specific tagger.

1.3 STATEMENT OF PROBLEM

Language resource is the primary asset of any language in this era of technology. Developing
language resource is one of the primary objectives of software developers, computational linguist
or language scientists. Though there is a lot of work done on different Indian languages and tools
like POS tagger, chunker, shallow and full parsers, word net, sense disambiguators etc are
available for all major Indian languages, mostly scheduled languages. But there are some more
languages which in spite of having important role in the society, from linguistic point of view,
struggle for their technological advancement. One such example is Bhojpuri, the language which
has its existence all over the world, with more than 39.7 million speakers’, in its spoken form, in
writings, through researches, tourism and cinemas. But in this age of smart phones, if someone is

looking for a single smart online app for Bhojpuri, there is none.

With the advent of computational linguistics it has now become easy to make a huge database of
a language and create as many resources out of the one common robust collection of text, called
corpus. When we say language resource, it means, the multi level analysis of language through
systems and tools that are trained to study different language features and bring them to
application level. Parts of Speech tagging or identification of word classes “is the first
fundamental operation on raw text, and subsequent stages on NLP like phrase detection, parsing,
semantic role labelling and so on follow after part-of-speech tagging”. (Bhattacharya P., 2010).
Therefore, the very processing level demands lot of attention and consistency. This consistency
is difficult to produce manually in a data of millions of word tokens. To achieve this we use data

driven or statistical techniques.

! ethnologue.com/language/bho accessed 05/06/2015 time 01:25:08 am
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The aim of this study is to create a stochastic POS (Parts of Speech) tagger for Bhojpuri taking
SVM (Support Vector Machine) as the experiment model. The study will take off with building a
general domain monolingual corpus for Bhojpuri, leading to the formulation of POS tagset for
the language following the BIS (Bureau of Indian Standards) scheme for Indian languages,
which is then followed by training of a statistical SVM based tagger. The study also aims at
evaluating the suitability of the model based on the accuracy results obtained for Bhojpuri and
the comparison with the accuracy found in pre-existing SVM tagger for Hindi, a genetically
related language. Further, the scope of improvement by suggesting possible changes in the
scheme and tagging technique and also by propounding rules for better applicability has been
discussed.

This dissertation is, probably, one of the initial attempts for building language resource for
Bhojpuri by introducing corpus with approximately 1.69 lakh word tokens along with the tagger

rating 88.6 % accuracy, which, is quiet convincing achievement at the very first attempt.

1.4 RESEARCH QUESTION

The main focus of study is the creation of resources for Bhojpuri and comparing the results with
that of a similar experiment done on Hindi. Each experiment undertaken is new to this field of
study as well as to the researcher. Building a corpus is a rigorous process as it involves careful
selection, dissemination and validation process. The corpus presented is the first corpus for
Bhojpuri and so is the tagger. The output generated by the tagger is quite convincing and around
the one generated by the Hindi tagger. But it is more interesting to see the annotation similarities
and contrasts among Bhojpuri and Hindi.
Therefore, the present research will attempt to explain the following research questions:

1. Challenges for building POS annotated corpus for Bhojpuri.

2. Suitability of the SVM model for the language and in handling of issues/ambiguities.
3. Comparison with Hindi using the same model.
4

Evaluation of the taggers and scope for improvement.
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1.4.1 Hypothesis

Apart from the resource generation, the study also involves a comparative analysis of two
languages trained on the same model, namely Hindi and Bhojpuri. The comparison is made
under some assumptions. First, Hindi and Bhojpuri are related languages, with quite similar
syntax and wide range of vocabulary. Their word forms are also found quite different from each
other. But the tagset evolved for these languages shares almost all tag categories except two,
classifier and the echo_before. Based on this, if a comparison is made between the efficiency of

the taggers, there should not be much difference in their accuracies and the error patterns.

Secondly, the Hindi tagger was being trained upon the ILCI corpus (as per the researcher’s
knowledge) which includes mainly two domains, health and tourism as noted from Nainwani
(2011). And the Bhojpuri tagger presented here is a general domain tagger with the training
corpus from different language domains. Based on this, another assumption was made which
states that if the data from any domain (other than one found in Hindi tagger) is tested upon both
the taggers, the accuracy result of Bhojpuri tagger must surpass the result generated by the Hindi
tagger. Because the familiarity of the Hindi tagger with the domain of test corpus is less than that

of the Bhojpuri tagger which includes data from varied domains.

1.5 BACKGROUND TO PROBLEM

Bhojpuri is among the major languages of the north India with 33,099,497 speakers®. The
parliament of India is now considering the inclusion of Bhojpuri in the Eighth Schedule of the
Indian Constitution, with other 22 major Indian languages. Recently through Indian government
initiatives all scheduled languages have received the attention from the Computational
Linguistics community, but unfortunately this non-scheduled language still lacks such attention
for its development in the field of NLP (Singh, S. 2014). By the time, Bhojpuri has developed its
literature to a height. There are several online blogs, portals, newspaper and related web pages
dealing in contents in various subject matters such as cinema, politics, sports, fun, chat,
literature, criticism and so on. But, technically, only a few noticeable efforts have been made.

The authentic web resources like online journals, newspapers and magazines are also very

2 Census data 2001
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limited. The need for development of technology for the language evokes the researcher to

develop a POS (Parts-of-Speech) tagger for Bhojpuri using a stochastic approach.

1.5.1 Resources for Natural Language Processing
1.5.1.1 Corpus

Corpus is a large text of one or more languages in machine readable format. It is the collection of
literary or non literary data from the natural language. Different types of corpus are used for
different tasks, some require raw and some make use of annotated corpus. The usability of
annotated corpus is quite high over raw un-annotated corpus as it serves as the primary resource
data for other higher level NLP tasks. The corpora creation in Indian languages have started very
late, yet have some major projects like MSRI, LDC-IL and ILCI, by the time, for creating corpus
in almost all major and scheduled languages of India. The journey started with the advent of CllI-
EMILLE, which was also a huge general domain Hindi corpus with data from different language

domains. More about corpus will be discussed under the section on review of Literature.

1.5.1.2 Parts of Speech (POS) tagger

Parts of speech tagging is one of the basic applications of NLP where each word token is given a
definite tag based on the grammatical function of that word. The ‘tags’ are set of definite tokens
formulated concerning the nature of corpus. The idea behind annotation is to devise the mapping
of grammatical units within the human consciousness and its computer re-modelling. It can be
done both ways, manually and automatically. Now a day, many automatic taggers have come up

with convincing accuracy results. More on this is discussed in detail in the following section.

1.5.1.3 Chunker

Chunking is the task of grouping of phrases in a sentence as noun phrase (NP) and verb phrase
(VP). It is also known as local word grouping. After POS annotation, it is the second level of
linguistic annotation in NLP. Chunker is the tool used for marking the phrase boundaries for

every word groups, automatically (fully or partially).
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1.5.1.4 Morphological analyser
Analysers are tools for analysis of the internal structure of a word. They can either analyse the
word in its inflectional and derivational components or used for generating the different possible

morphological forms of a word from its root or word stem.

1.5.1.5 Parser

In general, syntactic parsing is the analysis of a string of words. It is a method of extracting the
meaning of a sentence based on the theory of formal grammar. Parsing in computational
linguistics is a similar process but this analysis results in a parse tree which shows the relation
between the constituents in a string. This may also contain semantic information based on the
nature of parsing, full or shallow. The tool responsible for processing the string in this field is

known as parser.

1.5.2 Approaches to Stochastic Learning

A stochastic or statistical work includes frequency, statistics and probability. A frequency based
method works on calculating the frequency of used tag for a word in annotated text and the other
n-gram approach determines the tag by calculating the probability of the previous tag ‘n’. This
generally uses unigram, bigram and trigram models. Based on these, there are different statistical

models with varying underlying principles and learning algorithms:

1.5.2.1 Hidden Markov Model (HMM)

Hidden Markov models (HMMs) is based on Bayesian inference. It was developed by Xie,
Chang, Divakaran & Sun (2003). It has been the most popular tools in machine learning which
considers all possible sequence of classes, for POS tagging. The goal is to try to establish a
framework which supports both structure and event analysis and also serves as the building
blocks for high level semantic analysis. There are two major distinctions between the concept of
semantic space for semantic modelling of both mid and high level semantic structures and a new
HMM with multi-faceted advantages for semantic analysis of videos (see Sober, 2010).

The HMM model is trained on annotated corpora to find out the transition and emission
probabilities. For example, for a sequence of words w, HMM determines the sequence of tags t

using the formula:
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t = argmax P(w, t) Equation 1

1.5.2.2 Conditional Random Fields (CRF)

A Conditional Random Field (CRF) segments and labels a sequence of data on the basis of a
probabilistic framework. A conditional model specifies the probabilities of possible label
sequences given an observation sequence. This probability of the label sequence may depend on
arbitrary or non-independent features of the observation sequence. The probability of a transition
between labels may depend not only on the current observation, but also on past and future
observations. The CRF model calculates the probability based on some features, which might
include the suffix of the current word, the tags of previous and next words, the actual previous

and next words etc. 3

1.5.2.3 Maximum Entropy Model (MEM)

The Maximum Entropy Model is based on the principle of Maximum Entropy. This states that
while selecting among a number of different probabilistic models for a set of data, the one which
makes fewest arbitrary assumptions about the nature of the data is the most valid model.* It was
first introduced by Ratnaparkhi (1996) and McCallum et. al (2000). The model probability of
history H with tags T is defined as:

p(f2,t) = 7 fI crjf"(k‘t"'
7=t Equation 2
In the above equation {al, ..., ak} and {f 1, . ., fk} are the positive model parameters and
‘features’, respectively.
where,
fj(h, t) = {0, 1} and parameter aj corresponds to a feature fj.

The chosen parameter to maximize the training data p is {al, ..., ak} (see Karthik, K.).

1.5.2.4 Memory Based Learning
MBT is a memory-based tagger-generator and tagger in one. It is based on Memory Based

Learning. The tagger tags new sequences and the tagger-generator generates a sequence tagger

® Hasan, 2006.
* MacKinlay, 2005.
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on the basis of a training set of tagged data. MBT can be used as part-of-speech taggers or
chunkers for NLP. It can also be used for domain specific named-entity recognition (NER) and
information extraction and disfluency chunking in Speech to text.”

Other models

1. Stanford POS Tagger (Toutanova et al. 2003)

2. Multi-class SVM model which is trained by SVM- Multiclass (Joachims 1999)

3. Stochastic gradient descent (SGD) by Shalev-Shwartz et al. (2007).

1.5.3 Support Vector Machines.

Support Vector machine is a supervised learning model, generally defined as an optimal margin
classifiers. It was developed by Vapnik in 1995 at COLT92 (Computational Learning Theory)
conference, based on the statistical learning theory and well known for its generalization
performance. SVM is used for analysing data, classification and pattern recognizing in indefinite
feature space. Regression, here, means the extension of the machine to function approximation
and the comparison of its performance with other function approximators (Kecman 2006).

In simple words, a Support Vector separates the two classes of variables by drawing
hyperplane(s) in the features space. The data in each class are denoted with dots. The best
hyperplane is the one which is at the farthest distance from the data point of any class, therefore,
also called optimal margin classifier. Wider margin lowers the generalization error of the
machine.

The reason for including this as the learning model for POS tagger is that it is used for
classification and categorization of the input data in one of the two categories by training
algorithm and making it a non-probabilistic linear classifier. Its extension to non-linear classifiers
mapped on high dimension feature space is to fulfil the demand rose out of availability of very
large no. of electronic data under process every minute. This mapping on infinite space is
possible with the use of Kernel function [k(x,y)].

A kernel function is used for calculating the dot product of two non linear vectors, mapped in the
infinite feature space. Different kernel based methods derived in due course of time are namely-
Kernel Least Square Method, Kernel Principle Component Analysis and Kernel Mahalanobis

Distance.

> http://ilk.uvt.nl/mbt/
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Non-Linear

Linear

Figure 1 Classification by SVM

In the above figure 1, there are two sets of data and H1, H2 and H3 are three hyperplanes. The
H1 hyperplane does not separate these classes, H2 does but the margin of separation are very less
at different point and H3 separates the two classes with maximum margin for both linear and

non-linear variables.

The set of n points can be calculated in a given training data D, as

D= {(xy:) | x: € R, y; € {-1,1}}_, Equation 3

Where, X; and Y belong to same class and Y is either 1 or —1. Each X; is a p-

dimensional real vector. The maximum-margin hyperplane will divide the points

having Y;=1 from Y;=-1.

Therefore, set of points satisfying X can be written as the following hyperplane:
w.X—-b=0 Equation 4
Where, w is the normal vector to the hyperplane.

From the above equation we get the imaginary hyperplanes m and n as

w.X—-b=1and Equation 5
wW.X—-b=-1 Equation 6

From geometry, the distance between the two hyperplanes comes out to be 2/||w||. By adding the

constraint, we can prevent the data point falling into the margin as we get



yi(w . Xi—b)>1 Equation 7
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Support Vector has been applied to various problems in many fashions. In the due course, the

SVM is found to come up with the following variants:

(i)
(ii)

Least square SVM
Linear programming SVM

(ili))  Robust SVM,
(iv)  Bayesian SVM

(v)

Committee machines.

Based on this basic principle of optimal margin, different problems have come up with various

solutions. The equations derived for resolving the issues for different problems, with the help of
SVM, are enlisted in the table 1 below:

Table 1 Equations of SVM for resolved issues

a)

Quadratic programming optimization problem:

arg min = ||w]?

(w.b) 2 (a)

b)

Lagrange multipliers

. Loz N~
argrgfgl‘&ggf{gllwn —;ﬁz‘[yt(“"xi—b}_l]}

(b)

Karush-kunh-Tucker condition

ki)
W= E O X5
i=1

(©)

d)

Dual form

TL
W = E G Y-
i=1

(d)

Where kernel is defined as K (X; Xj) = Xi. X;

Soft margin principle for mislabelled examples by Corinna Cortes is resolve with

n

arg min max 1||W||2 + CZ&- — Z o lyi(w-x; —b) — 14+ &] — Z}ﬁ%{z’
wib ap | 2 i=1 (e)

i=1 i=1
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1.5.3.1 Application based SVM
Since its inception, SVM has been studied by different scholars in different respects and for

various kinds of applications as mentioned in the table 2 below:

Table 2 Concerned method and objectives of studies

S. Author Concern Objective

No.

1. Bennett and Geometrical Point of
Campbell view

2. Hebrick Bayesian rule exposition of kernel

method

3. Hastie, Tibshirani Statistical literature on

and Friedman SVM

Vpjisav Kecman’s (2006) review of the book “Support Vector Machine for pattern
classification” by Shigeo Abe, tells us that SVM is an easy learning machine and efficient data
mining tool. This books talks about classifiers, matrices, quadratic programming and semi
definite kernels.

It talks about direct and indirect decision functions in which the boundary of class are given by
the curves but in direct the function is not present whereas in indirect , both the functions
receives the same value (Kecman, 2006). Hard margin for linear classification and two types of
soft margin for overlapping is discussed. These are overlapping and L1 soft margin for linear
sum and L2 soft margin for square sum slack variables are required for training data.

Methods for multiclass problems are one against-all SVMs (each class is separated from the
remaining classes), pair wise SVMs (one class is separated from another class), the use of error-
correcting output codes for resolving unclassifiable regions, and all-at-once SVMs (in which
decision functions for all classes are determined at once). Their properties are mentioned in the

table 3 below:
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Table 3 Methods of Multiclass problems®

Method Property

One against —all SVM Every class is separated from the remaining
cases

Pair wise SVMs One class is separated from the other

Error correcting output codes For resolution of unclassifiable regions

All-at-once SVM Decision functions are determined at a time
for all classes

1.5.3.2 Advantages of SVM Environment

Support Vector Machines has proved out to be excellent in classification and regression analysis.
The non probabilistic design targets at selecting the best possible vector out of the array of
vectors. It provides several facilities to its user by being a flexible, portable and an efficient
performer. The SVM get set with an easy installation process and the tagging speed if the tool is
very high that it tags several thousand data in just seconds. The flexibility can be measured in
this term that despite having language with varied language features, the tagger should be
capable of handling the information and context, wisely. Because languages with richer
morphology has bigger feature pattern and the ambiguity level also fluctuates, accordingly.

These are taken care well by the SVM.

One of the major advantages of the machine is that it converts the linear model into a non linear
one without any clustering because the input space automatically gets clustered in the feature
space after mapping. This is helpful for non linear separation of the data class using kernel based

method.

5 Abe (2005)
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1.6 REVIEW OF LITERATURE
1.6.1 Bhojpuri

Bhojpuri is one of the prominent languages of Northern India belonging to Indo-Aryan language
family. The ISO code given to the Bhojpuri language is 639-3 and it is spoken by 33,099,497
speakers as recorded in Census data 2001. It is also known as Hindustani, Pashcimas, Deshwali,
Khotta, Bihari, Bhojpuriya and Purabiya. The major Bhojpuri speaking belts in India are Bihar
and some part of Uttar Pradesh. Upadhyay H. S. (1988) in his book, Bhojpuri folksongs from
Ballia, has listed out Mirzapur, Ghazipur, Jaunpur, Ballia, Gorakhpur, Deoria, Basti, Azamagrh
and Varanasi districts in Uttar Pradesh and Rohtas, Eastern Champaran, Saran, Siwan, Ranchi
and Bhojpur districts in Bihar as the major Bhojpuri speaking areas of the Northern belt. Besides
this, he also mentions that it is accepted as one of the official Languages of Nepal and Mauritius,
spoken widely in Guyana, and Fiji. He further classifies Bhojpuri into its ‘standard variety’
spoken mainly in Bhojpur and Rohtas, its ‘western variety’ spoken in Varanasi and nearby
districts and the ‘Madheshi’, a variety spoken in Tihat and Gorakhpur. On the other, Udaya
Narayan Tiwari (1960) classifies Magahi, Maithili and Bhojpuri as three dialects of the
Magadhan group of which Bhojpuri is the western most variety. He tries to show some
noteworthy differences in these varieties in form of verb morphology and the availability of
literature. According to him Maithili is found to have much older literature as compared to
Magahi and Bhojpuri which are applauded for their folk songs and poetries now developing into

literature since the 20™ century.

1.6.2 Historical Background

Bhojpuri is considered as the western most and the eldest variety of language in the Magadhan
group. The other two are Magahi and Maithili. Udaya Narayan Tiwari (1960) tries to show some
noteworthy differences in these varieties in form of verb morphology and the availability of
literature. According to him the Maithili is found to have much older literature as compared to
Magahi and Bhojpuri which being oral tradition for a long time, are praised for their folk songs

and poetries and now developing into literature since the twentieth century.
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The name ‘Bhojpuri’ was derived from the older name ‘Bhojpuriya’ which was kept after the
name of Bhojpur district in Bihar. According to Tiwari’ (1960), the place holds great importance
in the medieval history of India because of the kings of Ujjain (Bhojas). From the history we
came to know that the name ‘Bhojpur’ was the result of the conquest between Cheros tribe and
Bhojas, the descendents of the famous Raja Bhoj. It is interesting to see, from a city ‘Bhojpur’,
the name spread over and became popular as a district. Similarly, the language ‘Bhojpuri’ is also

becoming popular worldwide retaining the name from where it originated.

With time the names of places also undergo modification as language itself. And each name has
some relevance to the history of that place. Mishra (2003) and Tiwari (1960) give an account of
how a place gets a name which undergo changes with time and the relevance of the name in the
history of the language. According to Tiwari ‘Pashcimas’ and ‘Hindustani’ was used in Bengal,
’Deshwali’, ‘Mulki’ and ‘Khotta’ were the names given to migrants engaged with lower jobs like
gardening or vending. They address each other as Mulki as they both belonged to the same
nation. The variety spoken in ‘Chapra’ was later propounded as Chhapariya, ‘Purbi’ and
‘Purabiya’ is the name of the variety spoken in other districts in the east of Bihar, Benaras in
chief. The ideas behind the names are pointed out in Mishra . For example, Ghazipus is hamed
after Guru Maharshi Vishwamitra who was the son of King Gadhi . Bharat, the son of king
Dusyant, is responsible for the coinage of Bharatvarsha. The language change is not a recent
phenomenon and so is the change in the names. With time, the linguistic change brought changes
in the names of ancient cities Aranya, Saranya and Champa ranya to modern Arr ah, Saran and
Champaran. And their records can be dated back to centuries. Tiwari (1960) in his book Origin
and development of Bhojpuri® regards to ‘The Bengal Atlas’, 1971 by James Rennell as the first
map of Bhojpuri where ‘Bhojpur’ and ‘Shahabad’ districts are mentioned with a different
spelling as ‘Bhoujpour’ and ‘Shawabad'. Not only this, old sayings in Bhojpuri, even dates it
back to the late Mughal period but the first use of the term ‘Bhojpuri’ is found in the Grierson’s
Linguistic Survey of India (1903).

" Tiwari (1960)

8 Ibid
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1.6.3 Status of Bhojpuri
1.6.3.1 Social Status

The social structure and system of Bhojpuri community can be understood from the following
formula.

Understanding class, caste, dialect = understanding of Bhojpuri Speech Community (i)
Equation (i) is the Mishra’s (2003) understanding of the notion of class (social status of a
language), caste (the religion hierarchy within a society) and dialect (the speech variety of the
society) can be very well understood with ones understanding of the Bhojpuri Speech
Community. He describes main components of this society are mainly the Hindus and the
Muslims. The chaturvarna caste system divided among the Brahmins, Kshatriyas, Vaishyas and
Shudras; still prevails in the society. Culturally speaking, the large number of celebrations in
form of festival, the devotion to follow the customs, rituals offered at every phase of life as
samskara, ashram system, purushartha etc are believed to be the integral part of the living of the
people. Lastly, the Panchayat system, joint family system, their seating arrangements and
settlement patterns are the major pillars of the hierarchical social system. Many scholars believe
Bhojpuri to be a very polite language, Tiwari also opines that the ‘rauwa’ dialect of eastern Bihar

should be chosen as the standard variety because of the sweetness of the tongue.

1.6.3.2 Educational Status

A number of significant efforts have been made since last century for recognition of Bhojpuri as
a national language. Some universities in Bihar have initiated courses in Bhojpuri at the graduate
level. In spite of facing difficulties like the lack of teaching posts, universities like Patna
University, Magadh University, Vir Kunwar Singh University and Jai Prakash Narayan
University, Bihar University and Ambedkar University are constantly trying to bring it to
academics. Many work on collecting and editing the scattered folk literature currently running.
Followed by this, a number of conferences like All India Bhojpuri Conference at national level
and other small conferences are being organized in Mauritius, Siwan, Deoria, New Delhi and
other parts of the world. The proceedings of the conferences are regularly published in Bhojpuri
journals. One central figure to all these activities is Shri. Pandey Kapil, who is a retired Deputy

Director of Bihar, is now a day, taking lead in the editing and publishing aspect of the affairs.
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Along with the academia, Bhojpuri is also expanding in the technical sphere as there are
Bhojpuri newspapers, magazines, literary and entertainment resources available on internet. The
advent of Unicode has also paved way for languages to evolve them with the digitization. The
resources like corpus etc can be easily worked upon installing the peculiar sounds of the

language into script.

1.6.3.3 Political Status

Bhojpuri has been a powerful language since very beginning. It is believed that the bravery of
Kunwar Singh and Mangal Pandey made the British seek Bhojpuri men in the army only after
realising the power of the Bhojpuri rulers. The languages are playing potential role in nation
building. After independence, the rising public demand for the recognition of their speech
community compelled the Indian constitution to promise to divide states along their linguistic
boundaries, soon after independence. This raised the wave of language movement, nationwide.
Different language movements headed by scholars took place. The Annamalai E. Book by Ajit
Jogi for recognition of Chattisgarhi, Movements on the linguistic purism for Tamil, recognition
of Sindhi, establishment of Urdu as result of the Iranianization of Hindwi, and many more were
raised and fought. Konkani and Punjabi also rest their case recently, in this regard. In this

regards, Mishra is right in saying

“Bhojpuri is a practical language of an energetic race which is ever ready to accommodate itself

to circumstances and which has made its influence felt all over India” (Mishra, 2003:1).

There are different foundations like Akhil Bharati Sahitya Sammelan 1973 and Akhil Bharatiya
Bhojpuri Parishad, UP which are consequent to the growing consciousness among people
towards the upliftment of their language, politically. But the recognition of Bhojpuri as a
linguistic state is still a controversial debate. Bhojpuri has its spread both in UP and Bihar, and
some outer regions, therefore, the idea of developing a hypothetical Bhojpur as the linguistic
region for the language is argued by scholars Srivastava and Choudhary. Where, one claims that
the development of the language is detrimental to Hindi and other in supports to the remedies for
decreasing index of regional varieties. They suggest Hindi to remain the official language but the

rise in functionality of the regional languages should be promoted.
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1.6.4 Standardization of Bhojpuri

“Dialects are capable of producing classics™®

History is evident of the fact that dialects are linguistically equipped enough to function as an
independent language. From the works of great authors like Kabir, Tulsi, Jayasi, it is evident that
dialects are equipped enough to act as an independent language. This fact is also supported by
Haugen’s statement “The History of language demonstrates convincingly that there is no such
thing as inherently handicapped language. All the great languages of today were once

underdeveloped” *°

It is the time, society and the applicability of the language which makes it standard one. There
are some stages, Mishra mentions, for standardizing a language, namely- Selection, Codification,
Propagation, Elaboration, and Recognition. Putting Bhojpuri into this frame, linguistic
uniformity is the first key measure to be taken for Bhojpuri. There should be a common speech
irrespective of the class. The lack of uniformity will hamper the perfect communication
throughout. But the selection process should not be so restricted that the language loses its
essence. The omission of the unaccepted vocabulary is necessary but the elimination of rusticity;
decency of Bhojpuri will change the language on the whole. With Unicode, the graphical
representation is no more complex. And the use of lexical databases like dictionaries helps
keeping it constant throughout. But evidently, only “grammar and dictionaries are not enough
unless linguistic description is accepted by the user”. Because the reason being taken as a local
language of the place, speakers often feel shameful to accept it as their first language. Once this
is coped, the propagation and elaboration for Bhojpuri is ready to bloom as already discussed

under previous section.

Keeping the expansion and growing exposure and popularity of the language, the Government of
India is considering including it in the eight schedule. The day is not far when Bhojpuri will be

among all other official language of India.

® Mishra, 2003

19 Mishra, 2003, (as quoted by Srivastava).
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1.6.5 Existing endeavour in this field

1.6.5.1 Literature

Bhojpuri is as rich as any other tradition. The richness of the culture can be seen through the ages
old repository of the language in the form of special occasional songs, poems, festivals and the
retention of old religious customs till date. Being an oral tradition till late seventeen century it
has a wider speaking community. Bhojpuri was able to hold much of its tradition alive which
later contributed to the formation of literature of the language. The collection of folk songs,
poems, short stories, mythological stories, narratives is largely written in Bhojpuri. Works in

different disciplines are going on in the language, such as:

1.6.5.1.1 Folk and comparative literature

Bhojpuri folk literature has been portrayed in the works of Upadhyaya (2008)** and Upadhyay
(1988)*2. Bhojpuri folksongs from Ballia by H.S. Upadhyay is a collection of more than one
thousand folksongs collected from the Ballia district in Uttar Pradesh. The book depicts the
richness of culture and language both. The songs for various ceremonies, festivals and
incarnations show the sensitivity of people to their root and the versatile poetic genre, their
linguistic empowerment. Whereas, Bhojpuri Loksahitya is a compact compilation of history and
development of Bhojpuri literature by Krishna Dev Upadhyay. The Indian literary tradition of
Bhojpuri folk art, its classification, forms and values are presented with exemplary folk songs,
stories and idioms. The comparative literatures for Bhojpuri with other developing or established
languages have also being looked upon. The history and poetic developments in Bhojpuri like
compositions and its various types in an oral tradition, modern poets and inspirations of Avadhi
and Bhojpuri languages are listed by Shaligram Shukla ‘Neer’, 1984 in his Adhunik Avadhi and
Bhojpuri: Etihas aur Kavya.

1.6.5.1.2 Socio-linguistically oriented works
The journey starts with Grierson’s Linguistic Survey of India, in which he dedicated one whole

section in the second volume on the language of Bihar named as ‘Bihar and Oriya’ and collected

1 Krishna Dev Upadhyay (2008)

124, s. Upadhyay (1988)
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language samples from different dialects of the Bihar district by giving them one umbrella term
Bihari. He also explored the ‘Seven Grammar of the dialects and sub-dialects of Bihari
language’, life of Bihar and collections of Bhojpuri folk literature. In this stream the ‘Notes on
the Bhojpuri Dialect in Hindi Spoken in Western Bihar’ by John Beams is another landmark in
the linguistic analysis of Bhojpuri. It includes study on phonology, noun and pronoun declension,

verb conjugation and postposition.
Some of the major contributors of Bhojpuri Sahitya (literature) are listed in the table 4 below:

Table 4 Literary books/articles

S. | Authors Year | Title Publication Work
No. Concerns
1 A.B. Singh 1976 | Auxiliary verbs in Article
Bhojpuri
2 Durgashankar | 1959 | Bhojpuri ke kavi aur | Patna Culture and
Prasad Singh Kavya social concerns
3 Indradev 1957- | The Sociology of Lucknow University Culture and
58 Bhojpuri Literature social concerns
4 Krishna Dev | 1960 | Bhojpuri Loksahitya | Varanasi Culture and
Upadhyay ka Adhyayan social concerns
5 R. B. Mishra | 2003 | Socology of Bhojpuri | Swasti Publication, Varanasi | Culture and
Language Social Concerns
6 S Ojha 1956- | Bhojpuri Lokoktiyo Rachi Folk tales, songs
63 ke Sanskritik Paksh and poetry
ka Adhyayan
7 Satyavrat 1957 | Bhojpuri Lokgatha Hindustani Akadami, Culture and
Sinha Allahabad social concerns
8 Shashi 1970 | Bhojpuri Lokoktiya Bihar Rashtrabhasha Folk tales, songs
Shekhar Parishad and poetry
Tiwari
9 Sridhar 1971 | Bhojpuri Loksahitya | - modified Ph. D
Mishra thesis (Dept of

Hindi, BHU)
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10 | Sukhdev 1968 | Bhojpuri aur Hindi ka | Nilabh Prakashan, Allahabad | Academic
Singh Tulatmak Adhyayan
11 | Surerndra K. | 1983 | A Case Study of Trusties of Indian University
Gambhir Guyanese Bhojpuri on the behalf of
and Standarad Hindi | Anthropological Linguistics

1.6.5.1.3 Linguistically oriented works

Udaya Narayan Tiwari has made his valuable contribution by exploring the history and
geography of Bhojpuri along with the language description in terms of its phonology and
morphology in his writing Bhojpuri Bhasha aur Sahitya and an exclusive trace of development
of the language in his The Origin and Development of Bhojpuri,1960. This book focuses on the
phonological and morphological aspects of the language. The sound system of Bhojpuri, the
change in sounds over a period of time, the retention an undergoing phonological alterations and
emerging forms and different process of sound change from old to middle and from middle to
new Indo Aryan is very well described by the author. Whereas the morphology section is a
comparative study of word formation processes, in different ages. This includes the description
of formative affixes, declension of nouns, and formation of different grammatical categories in
varied dialects. This book also gives a clear picture of the Bhojpuri sound system and word

formation process along with the sound changes along time.

Shukdev Singh’s recent Bhojpuri aur Hindi, 2009 covers all the three above mentioned
categories. It is a fine grained comparison of sounds, sound changes, grammatical categories and
their word forms and cases (Karakas) found in Bhojpuri and Hindi. The book also gives the
description of related languages like Maithili, Magahi, Vajjika and Angika in a comparative
analysis with Bhojpuri. And summarizes the literature from different genre like idioms and
phrases used, terms from agriculture, Biraha,(song of lamentation ) and ghatahi boli (the speech

variety spoken around the ghats of VVaranasi).

Kripa Shankar Singh’s Bhasha Vigyan aur Bhojpuri, 1973, which is a modified version of his
Ph.D thesis, gives the description of Tagmemic principles for Bhojpuri and Mahendra Nath
Dubey’s discussion on dialectal differences found in Bhojpuri spoken in the western, middle and

eastern regions of Azamgarh district entitles Bhojpuri is not Homogeneous even in a Single
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District, 1966 are fine examples of their contribution by presenting their Doctoral works, later

on. Some other linguistic works in for of Ph.D thesis is presented in the table 5 below.

Table 5 Contributing Doctoral Theses

S. | Authors Year | Title Publication
No.
1 S Ojha 1956- | Bhojpuri Lokoktiyo ke Sanskritik | Rachi
63 Paksh ka Adhyayan
2 Ramnath 1962 | Bhojpuri tatha Hindi Vibhakti- | Agra
Sharma Prakriyaon ka Tulnatmak
Adhyayan
3 Shaligram | 1960 | Bhojpuri Syntax Cornell
Shukla
4 Mahanth 1972 | Bhojpuri Kriyapadon ka Patna
Mishra Vivranatmak Adhyayan
5 Arun 1979 | Bhojpuri Ka Kriya Sanrachana Agra
Chaturvedi
6 Brija Nand | 1971 | Bhojpuri Sangya Shabddok a | Jabalpur
Singh Gathnatmak ewam  Arthparak
Adhyayan
7 Sarit 1995 | Varanasi ke sthan Namon ka | Vishwavidyalaya
Kishori Sanskritik Adhyayan Prakashan,
Srivastava Varanasi
8 Vishwanath | 1950 | Early Phonetics and Phonology University of
Prasad London
9 A. B. Singh | 1960 | Study of the Speech of Awadhi | University of
and Bhojpuri Border Dialects Allahabad
10 | Mahendra | 1966 | Bhojpuri is not Homogeneous even | Banaras Hindu
Nath in a Single District University
Dubey
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1.6.5.2 Technological advancements

As already mentioned, technological developments for Bhojpuri are too few as mentioned below:
1.6.5.2.1 Opus Corpus

Opus is an acronym made out of open parallel corpus. it is an open source parallel corpus for
different languages of the world developed by Open Linguistics Working Group™® (OWLG) as
part of Linguistically/NLP-relevant dataset collection. It is a compilation of tools for automatic
collecting, aligning and annotating online data. Some other related resources are corpus for
medical documents, European constitution and parliament proceedings, open subtitles, KDEdoc
and PHP monolingual corpus, Setimes and SPC parallel corpus as shown in figure 2 below.

Data and Resources

[ oars 9 - ici
: EMEA - Eurcpean Medicines Agency documx © More information
EMEA - European Medicines Agency documents
[ oars 9 - ituti
: EUconst - The Eurcpean constitution © More information
EUconst- The European constitution
Z53% EUROPARL - European Parliament Proceedir = =
= © More information
EUROPARL - European Parliament Proceedings
5% 0O - the OpenOffice

© More information
OO0 - the OpenOffice.org corpus

5%  oOpensSubs - the opensubtitles P —————

OWLG == OpenSubs - the opensubtitles.org corpus

Linguistically/NLP-relevant B ) )

dataset collected by the Open D‘-'_ KDE4 - KDE4 localization files (v © More information
- KDE4 - K )

Linguistics Working Group KDE4 - KDEA localization files (v.2)

(OWLG

£3% KDEdoc - the KDE manual corpus
== KDEdoc - the KDE manual corpus

hittp:/flinguistics.okfn.org). & More information

5% PHP - the PHP manual corpus | D ———

= Social = PHP - the PHP manual corpus (
W Google+ [ oare -
= — SETIMES - A parallel corpus of the Balkan _.. © More information
SETIMES - A parallel corpus ofthe Balkan languages
0 Twitter
[ e -
€3 Facebook — SPC - Stockholm Parallel Corpora © More information

SPC - Stockholm Parallel Corpora

Figure 2 Opus data and resources™*
The interface design gives information about the tools, links to those tools, sub-corpus and the
browsing keywords in the very home page. The Bhojpuri corpus feed into the system has a total

of two documents and the sentence count 19, as updated on its website.

3 http://linguistics.okfn.org

Y http://datahub.io/dataset/opus
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O.PUS

... the open parallel corpus

OPUS is a growing collection of translated texts from the web. In the OPUS project we try to convert and align free online data. to add
linguistic annotation. and to provide the community with a publicly available parallel corpus. OPUS is based on open source products and th
corpus is also delivered as an open content package. We used several tools to compile the current collection. All pre-processing is done
automatically. No manual corrections have been carried out

The OPUS collection is growmng! Check this page from time to time to see new data arriving .
Contributions are very welcome! Please contact <jorg.tiedemann@lingfil.uu.se =

Seareh & download resources: | bho (Bhojpuri) v || en (English) vlal v
Language resources: click on [ tmx | moses | xces | lang-id ] to download the data! (raw =untokenized. true = truecaser model, TM = phrase-based translation model)
corpus doc's sent's srctokens trgtokens XCES/XML raw  TMX Moses mono raw true TM dic freq Browse Files
Ubuntu 2 19 0.1k 0.1k/[xces bho en ] [ bho en ] [ tmx | [moses ] bho en bho en [sample]| [xmlbho][xml/en]
tatal 2 19 0.3k 26.0k 19 19 19
Search & Browse Sub-corpora (downloads & infos):
e OPUS multilingual search mterface » Books - A collection of translated literature (DOC
e Europarl v7 erface o DGT - A collection of EU Translation Memories

erface * DOGC - Documents from the Catalan Goverment
ch mterface » ECB - European Central Bank corpus

« Europarl v3 sez
® OpenSubtitles
o EUconst search interface s EMEA - European Medicines Agency documents
» Word Alignment Database « The EU bookshop corpus (EUbookshop/EUbook:

e EUconst - The European constitution (EUconst0.

Figure 3 Bhojpuri database™

1.6.5.2.2 Bhojpuri Tagset

The first Bhojpuri tagset was recently introduces in Language Resource and Evaluation
conference, 2014. The paper entitled ‘Annotating Bhojpuri Corpus using BIS Scheme’*® (Singh
& Banerjee, 2014) is a part of the present work and presents the first tagset for Bhojpuri. The
tagset is based on the BIS*’ scheme for Indian languages. The tagset is a two layered hierarchical
tagset with 33 tags under 11 major categories. The language feature and the annotation

challenges are discussed in the paper (More on this will be discussed in chapter 2).

Some more works in this domain is being done at MGIHU, Wardha and IIT, BHU. ‘Initial
Experiments in POS Tagging of Bhojpuri™® from IIT, BHU was presented at at regICON:
Regional Symposium on Natural Language Processing. The paper was an attempt of devising an
SVM based POS tagger for Bhojpuri with the corpus length of 2000 sentences and 4880 word
tokens. The average accuracy with this data was achieved around 65%. But the work for

triggering the technological development of a language should be of more significant nature.

' http://opus.lingfil.uu.se/
1 http://www.Irec-conf.org/proceedings/Irec2014/workshops/LREC2014Workshop-WILDRE%20Proceedings.pdf
7 Bureau of Indian Standards, devised as part of ILCI project, at SCSS, JNU.

18 http://regicon2015.sanchay.co.in/files/schedule.pdf
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1.6.6 Existing Corpora in Indian Languages

The Corpus technology in India started very late. Indian languages started gaining attention for
their resource generation since the second half of the 20™ century and another reason for this
shift of focus was morphological equity of the languages. A number of significant works have
been done in this sphere. There are programmes and consortiums which are constantly up to
creating corpora and other value resources for different Indian languages from different domains

and purpose. Some major projects are mentioned below.

1.6.6.1 EMILLE

Emille was the first corpus for Hindi with over 2 million texts from different genres developed
by CIIL and CIIL-KHS-EMILLE"® combined was built under aegis. Some part of the corpus was

also annotated following the older scheme of POS tagging but that was internal usage only.

1.6.6.2 Indian Languages Corpora, CIIL Mysore

Indian Languages Corpora project?® , under TDIL of the Ministry of communication and
information technology, running at CIIL claims to have developed a 45 million word corpora for
all Scheduled Indian Languages. The recently added languages like Bodo, Dogri and Maithili are
also included. The corpus types are text, parallel and spoken. The ISCII encoded data has now
been converted into UNICODE. Text corpus of eleven Indian languages is accessible on the
project website and the CILL?' Spoken Corpus for lesser known languages has also been
introduced by CIIL.

1.6.6.3 LDC-IL

The LDC-IL (Linguistic Data Consortium for Indian Languages) was set up on the lines of LDC
at the University of Pennsylvania. Originally initiated by CIIL, Mysore in collaboration with
other institutions like 11SC Bangalore, IIIT Bombay, IIIT Madras, IIIT Hyderabad etc. It was
supported by government of India and sponsored by DIETY. LDC-IL was introduced to create

and manage larger databases of Indian Languages and also conducting forums for researchers

19 http://www.lancaster.ac.uk/fass/projects/corpus/emille/
2 http://www.ciilcorpora.net/

2! http://www.ciil-spokencorpus.net/
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working on Indian Languages from all over the world. Speech recognition and synthesis,
character recognition and corpora creation were anticipated to be the direct beneficiary of the
project?’. POS Annotated corpora based on LDC-IL POS tagset in 12 Indian Languages has been
updated with an average of 8000 token tagged in each language. And 12+3 major and minor
schedule language data is tagged following LDC-IL LEX tagset. They are also keen on

segmenting and annotating corpus on ISL (Indian Sign Languages)®.

1.6.6.4 ILCI

Indian Languages Corpora Initiative (ILCI) project is building parallel aligned corpora for major
Indian languages. It is sponsored by Technology Development for Indian Languages (TDIL)
program of Ministry of Communication and Information Technology (MCIT). The project is
currently running in its second phase and is funded by the Department of Information
Technology (DIT), Govt. of India.

It has eleven consortium partners including the host institute Jawaharlal Nehru University (JNU).
ILCI?* project is headed by currently running in its second phase where 5 new Indian Languages
has been introduced to the pre-existing 17 Indian Languages. Along with corpora creation and
annotation at POS level, it is now heading towards the chunking. The POS and Chunk
annotations are done semi-automatically using server based online ILCIANN tool for POS

tagging and Chunking each of the languages.

1.6.6.5 Joshua
University of Edinburgh, as part of JOSHUA (machine translation Toolkit), initiated the task of

building corpus for 6 Indian languages in 2012. Bengali, Hindi, Malayalam, Tamil, Telugu and
Urdu are the participating languages to this project. The idea is to construct parallel corpus for

these languages via crowd source? and their translation.

22 http://www.Idcil.org/default.aspx
2 http://www.Idcil.org/workInProgress.aspx
24 For more details, visit http://sanskrit.jnu.ac.in/ilci/index.jsp

2 http://aclweb.org/anthology/W/W12/W12-3152.pdf
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1.6.7 Parts of Speech Annotation Scheme

Annotation schemes are the detailed guidelines of the tagset used for the annotation of the
corpus. There is an attached list of different schemes which are in developed so far and are some

are still being used.

1.6.7.1 Penn Tagset

Penn tagset is most popular tagset for English, based on tagset for Brown corpus. It was developed by
Santorini in 1990. Other tagsets earlier to this has long list of tags like LOB (Lancaster-Oslo/Bergen)
had around 135 tags, Lancaster URCEL about 165 tags, London Lund Corpus (a spoken English
corpus) used 197 tags which are overpowered by Penn tagset with a total of 36 simplified tags with

both lexical and syntactic information.
1.6.7.2 Annotation scheme for Indian Languages

1.6.7.2.1 T tagset

The first 11T tagset for Indian Languages was based in Penn Treebank tagset. This tagset has a
total of 26 lexical categories as listed in guidelines for annotating Indian languages (Bharat et al.,
2006 as cited in Choudhary, N., 2011) developed at 11T Hyderabad through workshops on NLP.

1.6.7.2.2 TDIL program

TDIL was started by MCIT in 1991 for building technology solutions for Indian languages which
aimed at developing information processing tool; facilitate human-machine interaction and
creating multilingual technology resource. The project was expanded to different research
institute for several purposes e.g. English to Indian language MT system ran at CDAC Pune and
T Kanpur, 11T Hyderabad look after Indian to Indian Languages machine translation, HCU for
Sanskrit-Hindi MT system, handwriting recognition by 1ISc Bangalore, Cross-lingual

information access by IIT Bombay and corpora development to JNU (see Jha, 2010).

16.7.23 ILMT
Sampark was developed with the combined efforts of 11 consortium member under Indian
language to India Language Machine translation (ILMT) project funded by TDIL program of

Dept of Information Technology, Govt. of India.?® ILMT project has developed a multipart

% http://sampark.iiit.ac.in/sampark/web/index.php/registration/validuser
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machine translation system for 18 language pairs from 9 Indian languages as ‘Hindi and Urdu
over Punjabi, Telugu, Bengali, Tamil, Marathi, Kannada’ and ‘Tamil and Malayalam over
Telugu’. For languages analysis Sampark makes use of Computational Paninian Grammar (CPG)
and hybrid approach (both rule-based and dictionary-based) with statistical learning. It applies
transfer method of MT (i.e. analyze- transfer-generate paradigm). Their latest versions SSF
(Shakti Standard Format) will provide inter operability between heterogeneous modules of NLP

to help debugging.

1.6.7.2.4 IMS’s Tree Tagger

This is a language-independent POS tagger. It is available free for academic use and comes with
free language models for approximately 10 languages. It is not an open source and its assessment
is relatively poor. This is a HMM tagger using decision trees for smoothing. The tagger was
developed as part of the project Text corpora and Erschliefungswerkzeuge (1993-1996) at the
IMS (same project as Corpus Workbench, CWB/CQP) and has not changed substantially since
then.

1.6.7.25 |IL-POST

IL-POST (Indian Language — Part of Speech Tagset) is a hierarchical tagset, following EAGLES
guidelines. EAGLES guideline is hierarchical in nature representing features and values of the
grammatical categories. This tagset was developed by Microsoft Research India, Bangalore in 2008
in the course of developing annotated corpus for Indian Languages. Baskaran et.al. (2008).

1.6.7.26 BIS scheme

There was no consensus on the POS tagging schema for the Indian Languages till very late.
Though some POS taggers were developed for languages like Shrivastava, M. & Bhattacharya,
P., for Hindi (2008), Avinesh, PVS & G. Karthick for Telugu ( 2007), Dandpat, S. et.al. for
Bengali (2007) etc (as mentioned in Choudhary N. and Jha G.N., 2011). ILMT (Indian Language
Macune Translation) also claims to have developed different taggers but they was not a big
success. BIS (Bureau of Indian Standards) and ILCI made the first national standard POS
annotation. This hierarchical tagset coarsely allows only two levels of POS categories
(sometimes to three levels, at max), the major categories and sub-categories. MSRI and ILMT

categories are included to a great extent, in the tagset. It is a comprehensive tagset with no
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morpho-syntactic features. It is capable of sharing, reusing and interchanging the linguistic

resources and captures appropriate linguistic information (Gopal, 2012).

1.6.8 Existing POS Taggers for Indian Languages

1.6.8.1 Bengali

Bengali is said to have originated from the eastern variety of the Magadhi Apabhramsa. It is a
member of Indo-Aryan language family. Like other Indian languages, Bengali is also
morphologically very rich. The language ranks seventh in terms of popularity across the world
and second in India. Bengali also enjoys the authority of being the national language of
Bangladesh (Kumar, 2010). Kumar in his survey enlisted all four models, namely HMM and
ME, SVM and CRF where the result for HMM-ME comparative research showed that supervised
learning models gives the best performance. The SVM model demonstrated the overall accuracy
of 86.8% applied on a standard test set of 20K word forms. And CRF tagger was tested with
72,341 and 20K word forms considering NER, Lexicon and unknown words, achieved accuracy
of 90.3 %.

1.6.8.2 Hindi

Hindi is the official language of India with more than 182 million speakers as noted in Dalal
et.al. It is a morphologically rich language. Different tagging approaches have been proposed for
Hindi including Morphology driven tagger, Maximum Entropy (ME) based tagger, HMM based
tagger and CRF based tagger. The average accuracy achieved by ME after the 4-fold, cross
validation of the first model was 93.5%, the second model reached 88.04 % over around 10 runs.
EI-HMM was better than simple HMM model as the accuracy percentage reached 93.12% . CRF
using CRF ++ was 82.67% with training data of 21,470 words and 78.66 % with test data of
4924 words.

Another tagger for Hindi based on SVM is under development at ILCI, JNU. This tagger is, to
my knowledge, being trained upon the ILCI Hindi corpus for Health and tourism domain and the
accuracy of the tagger has been calculated 94.2 % for the Hindi data. The tagger can be found at
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the ILCI website?’. The later section of the fourth chapter includes a section on the comparison
of Hindi and Bhojpuri tagger. The Bhojpuri tagger is the one presented in the present work and
the Hindi tagger is the same as mentioned here. More on this will be dealt in Chapter 4.

1.6.8.3 Malayalam
Malayalam is one of the important Dravidian languages in terms of its literary tradition.

Malayalam has found its own script, a syllabic alphabet consisting of independent consonant and
vowel graphemes plus diacritics.?® It has its separate script including a syllabic alphabet,
independent consonants and vowels and diacritic. Malayalam POS tagger has been devised using
HMM and SVM models. HMM model gave accuracy of 90% with 80% of the sequences
generated automatically and the accuracy of SVM increased from 86 to 89% percent with

increase in the size of the lexicon to 180,000.

1.6.8.4 Punjabi

Punjabi language is a member of the Indo-Aryan family, spoken in India, Pakistan, USA,
Canada, England, and other countries with Punjabi immigrants. It is the official language of
Punjab, written in ‘Gurumukhi’ script in eastern Punjab and ‘Shahmukhi’ script in western
Punjab. A Rule Based tagger has been developed for Punjabi which was further used for
grammar checking. The tagset contained 630 fine grained tags 8-million words corpus of Punjabi
collected from different registers. The accuracy was measured in percentages of words which are
accurately tagged by the tagger which was 80.29% and 88.86 % respectively on including and

excluding the unknown words (see Kumar et.al).

1.6.8.5 Sanskrit

Rule based and statistical taggers have been devised for Sanskrit. The tagset for rule-based tagger
has a total of 13 tags with 65 word class, 43 feature sub-class, 25 punctuation tags and one UN
for unknown words. This is recently developed by R. Chandrashekhar (2007) as a part of his
Ph.D thesis ad the credit for statistical tagger processing un-pre-processed Sanskrit text goes to
Oliver Hellwig®. This tagger contains a manually annotated corpus of currently about 1,50,000

2" http://sanskrit.jnu.ac.in/pos/index.jsp

% http://en.wikipedia.org/wiki/Malayalam

2 http://www.indsenz.com/int/index.php?content=sanskrit_tagger
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words and employs a Markov model for tokenization and part-of-speech tagging on a freeware

under a permissive license and standalone application.

1.6.8.6 Telugu

In language classification Telugu has its place in Dravidian Language. It is official language of
Andra Pradesh and uses many morphological processes to join words together to form complex
words. Three POS tagging approaches (1) Rule based, Transformation based and Maximum
entropy Model has already been applied for Telugu which achieved accuracy of 98 %, 90 % and
81.7 % respectively with error rate reduces by 3 % for machine language technique and 7% for
Rule Based Telugu Tagger.

1.7 RELEVANCE OF THIS STUDY

At present, the technology for Indian languages is advancing with leaps and bounds. Several
language resource programs are making effort for developing by-products with better
performance and more convincing results. Resource development is in progress for almost all
schedule languages and major languages of India. Unfortunately, Bhojpuri, despite being a major
language of the India, is deprived in this regards. The present study aims at developing a
language resource for Bhojpuri. The whole experiment has been conducted in three stages-
Creating corpus for Bhojpuri, POS annotation of the Bhojpuri corpus and training the SVM
based statistical tagger for Bhojpuri. The annotated corpus generated in this endeavour is a
collection of 192,000 tokens from the general domain capturing six most popular sub domains
and the tagger has been efficiently trained with an accuracy reaching 94.24 % for the general

domain data.

This study is an initiative taken for settling up the technological ground for Bhojpuri and for its
recognition, by developing resources in the language. The corpus built is likely to serve as base

for many other resources and application waiting to launch.
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2 CORPUS CREATION FOR BHOJPURI

2.1 RESEARCH METHODOLOGY

The study aims at generating the POS tagger for Bhojpuri, a lesser resource language. The

experiment has been conducted in three consecutive stages namely

a) Creating Corpus for Bhojpuri
b) POS tagging/annotation of the Bhojpuri corpus developed as part of the study and

c) Training of a statistical tagger for Bhojpuri modelled on Support Vector Machine

The present chapter is the description of the corpus created for Bhojpuri. This Corpus of a
language serves as the database for the further linguistic processing and here, also form a ground
for Parts of Speech annotation to proceed. This is the pathway to arrive at the answer to the very
first research question as discussed in the earlier chapter. This chapter talks about the process of
corpus building for Bhojpuri and its variants like data collection and cleaning, management and
dissemination. The challenges met in validating the corpus of a language which is exposed to
such platform for the first time is also dealt.

The present discussion will be carried forward in the next chapter which deals chiefly with the
corpus annotation. Annotation scheme, language specific concerns and improvising, Bhojpuri
tagset along with the extensive guideline for tagging the corpus will be focused upon. This

section will explain the motivation behind the generated POS tagger.

2.2 BHOJPURI CORPUS

Corpus is an electronic collection of text data that is representative of language in its complete
form. It is one of the primary resources of language because it is repository of the time, culture,
tradition, people, occupation, and other peculiarities of the community through the language.

Bhojpuri, despite being widely spoken language, falls under less resourced languages. By the
time, there are abundance web sources with Bhojpuri content and information but no full-fledged
platform has been offered to bring all into a single whole. This language of millions of people

does not have a single good application. Mishra (2003) also points out that “Bhojpuri differs
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widely in pronunciation, grammar and vocabulary and does not have a well established

orthography....It remains so far mostly unexplored and hence needs thorough exploration in

respect of all aspects of its linguistics complexities.”

The creation of the corpus involves the following procedures as shown in the following figure 4.

Data Collection

(web as source)

Cleaning of data

R < Manual selection of data ,
File
management
and € Compiling the data files __»
formatting
[ Formattign of data >
Corpus
Validation
(Input for POS tagging)

Figure 4 Procedure for creating the corpus

2.2.1 Corpus Data

Corpus is considered to be the basic building block for Language Technology. Being

electronically retrievable, it becomes as easy source for the developer/researcher/practitioner to

take this as base for further data processing. The Bhojpuri corpus, presented here, is a general

domain monolingual annotated corpus built on the amalgamation of six sub-domains, namely

blogs, entertainment, literature, politics, sports and miscellaneous. The sub-domains chosen

qualify for both quality and quantity, considering the representativeness of the corpus. The length

of corpus is 9,019 sentences with 1,69,275 word tokens. Each sub-domain contributes to the

corpus, in the following ratio a shown in table 6:

Table 6 Corpus classification

S. Sub-domains No. of Total no. of
No sentences word tokens
1 Blogs 3,597 60,814
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2 Entertainment 2,569 54,369

3 Literature 272 5,493

4 Politics 961 18,971

5 Sports 19 443

6 Miscellaneous 1,601 29,185
Total 9,019 1,69,275

From, table 6. it is evident that blogs and entertainment are the major contributing sections in the
corpus and the sports is less opulent. The smaller sports data is due the availability of less sports
related data on web and some parts of the sports data is also included under blogs and
miscellaneous sections. Blogs and miscellaneous domains contain data from varied discipline
irrespective of the domains specified above. These two sub-domains are shaped this way for the
training purpose of the tagger. Broader the area of coverage of the training file, the better will be
the performance of the tagger. These two files were initial inputs for training the model file.

More on this will be discussed in another chapter on tagger.

2.2.2 Source of Data

The authenticity of the corpus also depends upon the source where the input data comes from. In
this respect, the verifiability and representativeness of the corpus is also importance. Concerning
this fact, websites for Bhojpuri newspapers, literary sites and only authentic reports were chosen

as the source for retrieving data. The major websites accessed for the data crawling were:
e http://www.thesundayindian.com/

e http://www.bhojpurika.com/
e http://trendsarrived.com/
e http://anjoria.wordpress.com/

e http://tatkakhabar.com/

Blogs and literary columns are also drawn from ‘http://norivers.org/> which is a literary website.

The list of the web links provided are tabulated below:



Table 7 Major web links for data extraction

55

S. Major Web links Access

No. Date

1 http://www.thesundayindian.com/bh/category/4/ 2015010
7

2 http://www.thesundayindian.com/bh/category/@</4/1 2015010
7

3 http://www.thesundayindian.com/bh/category/2/ 2015010
7

4 http://www.thesundayindian.com/bh/category/ 2015010
7

5 http://www.bhojpurika.com/category/concerns/TTsT= 1/ 2015010
7

6 http://www.thesundayindian.com/bh/blogs/ 2015010
7

7 http://www.bhojpurika.com/category/entertainment/ 2015010
7

8 http://bhojpurika.com/wp-content/uploads/2014/06/HelloBhojpuri-Junel14.pdf 2015010
7

9 http://www.bhojpurika.com/category/literature/ 2015010
7

10 http://www.bhojpurika.com/category/columns/ 2015010
7

11 http://www.bhojpurika.com/category/blogs/ 2015010
7

12 http://www.bhojpurika.com/category/concerns/ 2015010
7

13 http://www.facebook.com/ApniBhojpuri/posts/438608122886529 2015041
5

14 http://www.facebook.com/permalink.php?id=331015513661458&story_fbid=6413422 | 2015041

85962111 5
15 http://norivers.org/amazing/box/0SbjEnOvZ3k/.html 2015041

5
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16 http://trendsarrived.com/files/box/BPZwrf4AM7Bk/a¥-As-F-g.html 2015041
5

17 http://www.facebook.com/JayBhojpuri/posts/682974015065210 2015041
5

18 http://anjoria.wordpress.com/tag/Fza=-fa=raT-h-aR=w-a1/ 2015041
5

19 http://anjoria.wordpress.com 2015041
5

20 http://tatkakhabar.com/?cat=5 2015041
5

21| http://tatkakhabar.com/?s=Sa1%62C+2015 2015041
5

22| http://tatkakhabar.com/2s=AT=%2C+2015 2015041
5

23| http://tatkakhabar.com/2s=a1%2C+2015 2015041
5

24 http://tatkakhabar.com/?s=feaFa¥%2C+2014 2015041
5

Though the copying of data from web can become a major legal issue if redistributed any further
same as the copyright issue as discussed in Hardie (2012, 57-60). But most of the data are freely
available on internet are open source already and the author is being pad for every visit made on
his page. Still there are legal concerns. One possibility is mentioned in Hardie is to use the data
for research and development without sharing it with any other research group or publically, to
avoid the breach of copyright. Similar approach has been incorporated for the present

experiment.

2.2.3 Data Collection

The data for the present corpus has been borrowed from different Bhojpuri websites. The main
reason for the web drawn corpus was to maintain the uniformity of the writing style. Though
Bhojpuri is does not have any standard dialect therefore different Bhojpuri writers do write in the
variety used in their community. Web is found to be a platform where the uniformity is

maintained to a large extent as the websites for news like ‘tatka khabar’ and the Sunday Indian
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have such criteria that no other variety of speech should be included. The data was collected and
cleaned for some noises using the tools namely- ILCrawler and ILSanitizer. The tools and their

utility have been discussed in the sections below:

2.2.3.1 ILCrawler

Unicode has made the resources so easily and readily available that just some keywords serve
with some hundreds of pages of related information. In this high tide of data, it is difficult to go
through each source independently. Most part of this can be checked manually with huge cost
and labour, certainly not all. Therefore, an application is designed to reduce the human pressure
of copying, editing and formatting millions of data with just some mouse clicks, is called
Crawler.

Crawler is data mining software which helps in extracting all the available text material of a
language, from the web, and collecting them all at one place. ILCrawler is a java based
application which is capable of digging out the contents from all the sub-links under the main
webpage. ILCrawler and ILSanitizer used in this experiment were developed as part of

computational linguistics research group at JINU

2.2.3.1.1 Design of Crawler

The crawler is divided into three major components:

a) Language — This folder has two sub-sections, one for the specific language and its
domain and another for the selection of language.
The first option is called ‘language -1’ (roughly) contains the list of codes of all the
languages. The user needs to select the language of their choice. The second option is
‘language’ it has the information of the language for which the tool is being applied. The
researcher/programmer has to go to select the respective language name for which the
data has to be driven and the domain names into which the data has to be categorized.
For example- In this case the language was Bhojpuri and the domain names contained all
six aforementioned corpus domains.

b) Links — This section contains the input web links for crawling or extracting data. The

advantage of a crawler here is that the user does not require feed the links for every web
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page, manually. The tool itself derives all the related and sub-branching links of the main
webpage and extracts information from each of these sub-links.

c) Output — The crawled data is stored in this section with the files named after the source
link it was extracted from. This way the metadata information link source links, parent

website etc are stored here, which can be used later on for keeping records.

2.2.3.1.2 Features of a ILCrawler

a) Itis a very useful technique for the practitioners and linguists because from huge pile up
of different varieties of columns in different languages on a single page, it drives out only
the data from the prescribed languages and relevant discipline (if configured as such).

b) The script of a language is the key component to a crawler. This application is able to
detect the language on the basis of its script. Suppose, the app is running on a Hindi
webpage which has section heading in one language (suppose Hindi) and main heading or
buttons in other language (perhaps, English) or its translation. The content of the whole
page is more or less similar. This is why; the crawler is featured with the ability of
differentiating among different scripts. From the same page, the tool will extract
information’s for Hindi from the text written in Devanagari and for English, by selecting

the roman script only.

2.2.3.1.3 Advantages of ILCrawler
The crawler can be set up on a device/computer. The crawler is found to overpower the

following problems of manual collection of data:

a) The advantage of such software over manual work is great as it selects all and only data
from the language concerned. There is very low (almost 0 %) chances of having a foreign
language data or script, as it is an automated process.

b) Crawling down the data from web is a very cost efficient process and saves a lot of
researchers time spent over the extremely labour intensive manual collection (Choudhary,
N., 2011).
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c) The data is collected at one place with each file named after the sublinks they belong to.
These links serves as metadata information for future application and verification or

documentation of the corpus see the figure 5 below.

o thevundayindisn. com S5 19eel- 1154400 0dTc- €SI MY 09-01-20t5 ) 13054 TAT File o
o Ihesundeyindion com Sedk SaR2-bict-de eSS Jde Mt cdSe 09-01- 2013 Tt

.J' thenundsywndun com_N10A0d. ed b 4451 8256 204 Npeccd™h 1901 2018

of thesundeyindun.com_ Sciiladd- 20914074 a87d-eeb 148841 cod 09-01- 2015

ol Ihesundapndun com_ SaldiTT-84d3 el o G0N DETT_09-01- 2019

. 4 A s
o thesundayndun com 8935084 1 0 TiT Fae -3
o Dsundayindun com 2731t Son 1475 04
o thesundayindion com_SETIBENE- 1 o a— g+ 2013

o thesundaysndian com el Teil-2a15-42 18- abbe- S0 eded 09-01-201%
v

of thesundsyindun com Sa82ask: - Bect 454 b ¢330 TIda6_09-01.2015
o thenundeyindien com et Td S Tdes-4clr-L048- Sedatit NS 06012018
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of thesundeyindun.com SuM5770-RefO-43c 1 - 057500 W)4 Teed 05-01-201%

o Ihesundayindin com 1585 5e- 804154, bA0D-DTcedS23491 _09-01-2015 T ' '
of thesundayindian com Secd141 - 268 -dbe - A060- 108604 09-01- 2013

o Isundayindiun com_tlacel)s- 260 Ldb- - 191263504815 05-01- 201

o thesundeyindien com Med527c Wee-date bES-ScadTa 121 00-01.2015

o thesundandian com 25edidd- b 5d-4411-ag35- 181 Sl dica_09-01- 2013

of thenundeyindion.com MbIB234 ME6-L005 & 170780 1ENAE 09-01 2018
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of thesundayindan com_Ydte Mad-d908-5cd?-b11 )-B0eBONNsTte 09-01. 2014
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’

Figure 5 Screen shot of the crawled data

Fig. 5 captures the image of the crawled data from ‘the Sunday Indian’ website. The leftmost
column lists the web links containing all politics data and the column next to it mentions the date
on which it has been collected. By giving the link from the main page (let say, link to the heading
‘politics’ on the Sunday Indian page) will make the crawler visit each and every sub-links inside
the given link. These internally processed sub links are collected as separate files with original
content of the page. This data is further sent for the cleaning process.
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2.2.3.1.4 Restrictions of ILCrawler

Though the present crawler is one of the initial applications developed and employed by the research
group, it has some restrictions which are being worked upon. These are:

a) There are about 100 languages spoken in India, from among which 22 are listed as
schedule languages in the Indian constitution and 12 scripts for all (See table 8). The first
ten languages in the table shares one common script i.e. Devanagari, the next three are
written in Bengali and last two have adopted Perso-Arabic. Only seven languages from
serial 14 to 20 have their separate writing system. Identification of the language only on
the basis of its script is quite helpful for languages with different scripts (like 14-20 i.e.
Guijarati, Kannada, Malayalam, Oriya, Punjabi, Tamil and Telugu). For the languages
sharing common script, if there is a foreign language data using same script is present
within the text, the crawler will not be able to differentiate between both the languages.
Such examples are found in this experiment also where there are several occurrences of
Hindi and Sanskrit sentences; even Marathi (a few sentences) was found within the blog

and miscellaneous domain. More on this is dealt under the validation issues.

Table 8 Schedule languages of India

Sl. No. Language Script

1. Hindi Devanagari
2. Sanskrit Devanagari
3. Marathi Devanagari
4. Konkani Devanagari
5. Nepali Devanagari
6. Maithili Devanagari
7. Sindhi Devanagari
8. Bodo Devanagari
9. Dogri Devanagari
10. Santhali Devanagari, Ol Chiki
11. Bengali Bengali

12. Assamese Bengali

13. Manipuri Bengali, Meithei
14. Gujarati Gujarati

15. Kannada Kannada

16. Malayalam Malayalam
17. QOriya Oriya

18. Punjabi Gurmukhi
19. Tamil Tamil

20. Telugu Telugu

21. Urdlu Persol-Arabic
22, Kashmiri Perso-Arabic

These sentences had to be manually removed from the corpus during the validation
process as it cannot be checked by the automatic cleaner. Some set of files has
considerable number of such sentences, although the ratio of their overall occurrence is

not very high (discussed in detail under corpus validation).
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b) In contradiction to the above section, the language data available in roman script, like
blogs or poetry, cannot be identified by the crawler. That is a difficult task for even for a
linguist to include it in the data because then the whole text is to be transcribed first, into
the original script and then bring into use.

c) The crawler is restricted to look for all and only Devanagari alphabets, which makes it to
exclude some useful information like dates, numbers (number of session, money amount,
and even some relevant information like the medicine or herb names, names of some

event or process written in Roman for the focus of the reader.

2.2.4 Corpus Cleaning

Cleaning is the process of reconstructing the hampered text. This includes all the possible
discrepancies found in a running text while copying it down like spelling error, redundancy,
omitted letters or word(s), improper sentence break etc. It also includes the error related to
grammar and other languages, for example, in many cases the online Hindi data is found with
period (.) as the sentence boundary marker. Corpus cleaning also involves the fill ups of the
missed and omitted elements from the primary data source. The complete check of such noises
and reducing them to the least is the objective of cleaning, which is a necessary component of
building an error free corpus.

Data sanitation and selection are the two major processes of cleaning a corpus. The

2.2.4.1 ILSanitizer

The sanitation is performed automatically with the help of ILSanitizer. As already mentioned
above, Sanitizer is a program developed for the automatic checking of noises found in the data
collected from the web via. Crawler. The ILSanitizer has three main functions:

a) Compiling the data files

b) Data Cleaning

¢) Shuffling of the data

2.2.5 Data Management and File Format
The crawled data has been compiled into files with a maximum limit of one thousand sentences.
The ILCI file format was followed which contains two columns of Sentence ID and the

sentences. Sentence ID is a unique index for every sentence which follows a particular naming
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convention of each sentence ID. It includes the first three letters from the language name
followed by the serial no. beginning with the set number to which the file belongs. For example,
the first sentence of the third set for Bhojpuri will have the sentence ID ‘BHO3001* where BHO
stands for Bhojpuri, 3 stands for the third set with sentences ranging between 3000-3999

followed by the serial no. of sentence in that file. The file is converted to UTF 8 format.

2.25.1.1 Compiling the data files

The crawled data is list of scattered and non-uniform data of varied length. The Sanitizer is
programmed such that it is able to take all the data from each domain and convert them into
separate files. In this process the Sanitizer also breaks each sentence into a new line and decides
the length of each file in word tokens.

Each file was estimated to have 1000 sentences each for the ease of manual selection and
restriction process and the average word length of sentences in the corpus was found to be 16.
Therefore, the sanitizer was set to compile files of 100,000 word tokens each.

Table 9 Total files compiled for the present corpus

S. No. File names No. of Sentences | No. of words/tokens
1 Blogs_set 1 917 15,192
2 Blogs_set 2 936 15,200
3 Blogs_set 3 933 16,032
4 Blogs_set 4 811 14,390
5 Ent_set 1 795 16,059
6 Ent_set 2 884 17,522
7 Ent_set 3 861 18,400
8 Ent_set 4 29 2,388
9 Lit setl 272 5,453
10 Pol_set 1 961 18,971
11 Spo_set1 19 443
12 Misc_set 1 1,066 19,322
13 Misc_set 2 535 9,863
Total 9,019 16,9275
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From table 9, the total no. of files compiled were 13 with four sets from blogs (all types of data)
and entertainment, two sets from miscellaneous (collective data of all genre, including technical
sphere) and one set from politics, literature and sports. The number of sentences and word length
of each file is same as presented in the table above.

2.25.1.2 Data Cleaning

In general, cleaning of data involves elimination, assimilation and edition in the text under
process. Here, in terms of Sanitizer, cleaning is restricted to the elimination of the undesired
elements. In the process of crawling, sometimes fragments of a sentences written in another
script are left, the sanitizer will eliminate put those fragments and other leftovers like
meaningless words, scattered letters, and non grammatical sentences.

There are cases when same input link is provided twice or the data is overwritten over the
previous output. In such cases, the chances of duplicity are high. The sanitizer looks after this

and efficiently checks for the duplicity by removing duplicate sentences.

2.25.1.3 Features of Sanitizer

a) ILSantizer is tested for eliminating any sentence found with three or less than three words with
random selection.

b) It does not allow any scattered or left-over material to dwell in the corpus, any further.

¢) Sanitizer is very helpful in separating all the sentences from a paragraph into new lines.

d) The metadata information can also be stored along with the text as the sanitizer offers to
keep or remove the source link for each sentence.

e) It also helps deciding the maximum length o the sentences. This is not applicable for the
present corpus as the sentences are manually edited for its length and fixed to an average

of 16 tokens per sentence.

2.2.5.1.4 Shuffling of the data

All the three phenomenon from compiling to cleaning and shuffling are internal process of the
sanitizer. Unlike compilation, data shuffling is an optional feature, this purely depends upon the
requirement of the researcher and the nature of the corpus, whether the data is to be preserved in
actual order or should be reordered. The shuffling is simply the random ordering of the data

within or across files.
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2.3 FEATURES OF BHOJPURI

3.1 Ergativity

Like Awadhi, Bhojpuri is also an ergative less language. The ergative case marker (e.g. ne in
Hindi) is not present in Bhojpuri. The absence of this feature is replaced by the contrasting
perfective aspect of the sentence which makes it grammatically correct. This construction is quite
different from Hindi as Hindi makes use of adjectives. In some dialects of Bhojpuri the

Perfective is marked with —I or —les suffixes. Following are examples :

[1] 79 FEo T gH 96 HTH FLa.

Gloss: ganesu koholes hama saba kamo karsba

Translation: Ganesu said that he would do everything.

3.4 Determiners

A determiner is one that determines a quantity of a noun. Determiners are similar to the
classifiers in function but the main difference is that in Bhojpuri the determiners and classifiers
determine the number of nouns and numerals respectively. This unique feature is not found in
Hindi. It is basically a discourse particle which comes automatically, out of the speaker, with

narration something in flow.

Maithili, Awadhi, and Bengali also make use of determiners. Determiners might found in Hindi
spoken in contact areas of the Bhojpuri speaking region. Determiners can be attested in Bhojpuri
with all nouns except with honorific. This also justifies that there are two sets of reference, one
honorific which does not make use of determiner at all, spoken either in formal speech and to the
elders of the family and second, with determiners, which can be used with friends, among
members of same age group and is basically informal.

Terms of address in Bhojpuri are rich in determiner use. These words are glued with the host

nouns, same as an emphatic which does not allow it to make a separate tag level category in the

% This example has been adopted from Singh and Banerjee, 2014.
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tagset. The use of determiners as explained by Kachru, (2006) also applies to the syntax of
Bhojpuri, as shown in the given table 10:

Table 10 Use of Determiners

Word final sounds -3/-a -1/-i -u

Determiners -va -ja -a

The above table shows that the words ending are the responsible carriers of determiners. For
example, if a word ends with the final sound —o or —a will take —va suffix as the determiner,
words with -1/-i ending will take —ja and words with final sound —u will take an —a suffix. Similar
constructions are found in Maithili, Magahi, Awadhi and other related languages.(Kachru, 1980)
Generally, such constructions determine which noun is talked about as inferred from the

examples below:

[2] wisae 912 ¥2a T 9HEs a9 9 —qIe & e

Gloss: b"arabittona bPai rohat, ta amoaruds tors -tors ke k'javat,
Translation: If Bharbittan would be there, he would have offered us with abundance of

guavas.
2.3.1 Issues in data collection
2.3.1.1 Data from Other Languages

The ILCrawler is restricted to the extraction of Devanagari script only. This facilitates the
linguist to directly visit the desired website and crawl down the required data. Any extra or
unnecessary information, like advertisements on the page, descriptions, keyword, date etc are not
copied. But it is not able to restrict the extraction of other languages written in Devanagari. The
statements or speech made in Sanskrit, exemplified under the Bhojpuri blog, will be crawled as
part of the Bhojpuri text. These sentences are eliminated from the corpus while validation for the

string of words is unknown to the tagger. Some similar examples are listed in the table 11 below:

$1This example has been adopted from Singh and Banerjee, 2014.
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S. | Data from other languages Languages
No.
1| =3 v siffra e e s i Sanskrit
2| fyrsft Rraare Rerrea Sanskrit
3 | Y T AHTERT AATETERT 1 HERHT % TR HeTRayHIZa] Sanskrit
4 | ST TSI ATEAATATEAT FIATIAT 5 TR AT TAaaTaa Sanskrit
5 | wHaoft SRR AuT @RI evarst ST demaderatif | Sanskrit
AT eAT oA (g AqTRIEH ST
6 | qefreeieasr oo e T Sanskrit
7| Riereemar fe e IARTE] Sanskrit
8 | e g Mifaeay e aadTtH Sanskrit
O | A dET I English
10 | sper ==t 3= English
CONE - R e English
12| fertefier atraehie fRrafaste=T S= T oo st Other
language
13| gy ¢ wreme e ooy a At grrEEr OO Other
language
14| groredy == afaeae IRt ST avaT fi orT st sy | Other
language

AT TTLT ATLAT AT [HTA AT R ATHATAAAT ToA 81T FL0] &
el AT |
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15 | ¥qe wrs aut=ar FaTa RN AT SeereaT St SessareT e | Other
language
|
16 | &% aga #f sraers Fer g w7 ol 2 Hindi

17| rreqfiy Rorers Wt Fare {7 e 7 e £ a9 a7 49 £ o 7 g | Hindi

o &l § ¥Ugel I8 I 90T T AT e

18 | &% aga #f sraer Fer g w7 ol 2 Hindi

19 | rruqfiy Forerss W FaThe 7 = T e £ a9 7 49 £ siw 7g g | Hind
o ol & suger uS q¥ Tt T gt A

20 | wpofirer fifewer A ST ToRAT TeR 3 A Al aTEE ST e 3 fatar | Hindi

FOUT ATe 19 Fhe AT 72 8

21 | vy U TR ¥ AT T3 T T AT e Hindi

22 | yrarerd ¥ FET £ o S T SR F AT TEAT S I # fparey | Hindi

FLAT g AT SHHT IH TEAAT GHAT ST ThdT

In the table given above, the first eight sentences are examples of Sanskrit data in the corpus, the
next three are English sentences written in Devanagari, sentences from 12 to 15 are from seome
language other than Hindi, Bhojpuri and Sanskrit and sentences from 16 to 22 are the examples
of Hindi data as found in the corpus. A detail list of sentences from other languages found in the

corpus has been added in the appendices at the end.
2.3.1.2 Header on the webpage

The Title, sub-title and headers are all clubbed together while crawling. The section headers
given at the top of the web page are merged within the text and as the crawler move from one
page to another within a given link; these headers are copied every time along with a new text
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page. Some are separate strings whereas others are in continuation with the text which is difficult
to find and remove. Other description like title of the text, publishing date and author are also
copied with the text or sometimes, with the header itself. There is a list of crawled sections
headers and titles given in the table 12 below:

Table 12 List of Section headers found in the data

S No. | Example Description

1 ST YR AT TS FegfeT A S serg wes | Headers
TreAT Tsft FAARTET @a TS | /et STadt

2 T F7 Sz FI9 @7 T e o a@erEen e | Headers

JFATZEH sANT U JCRT = Frarer st fiasiga aqse
Hrawaes &t fher [ J3T i o FRAT 390 31 FATS

o o (e enN
NINENKN LE] AT T HISITHICATD oflet 0 Llstalld dHD dHIg

TATEST e ST=ATH HiadT HgH 1 (Have Tedeh 941 ATHT THIEAT

TAF ITEH TRISH FaALedid FHIARTAT A SATTAT A ATE] TATGA

AISM! BT AT AT THHAUET & AEH TEH FHled HiAT THHL T

3 ZEhT TaT I T29 g Tt Zergfe &e S ey | Headers

ARSI e sl IAaEct gay AIsrqLr # g Sa<t &

Headers

o o > o : o o
é’?lglﬂ*-“ Yo HISH ) HISITHC ATl S dldl Ugdid

oA o .
NIESIRCERSU IS NN " gy foda? a4

5 TrfRer o Sedfte T R Fnr @fta T Taes wesh gy | Headers

TAT AT AECH TEH SNISH aRTSH FIAT aTe JTLH ¥ |




69

6 oz Faw I § @av W § waar Reaw aftee | Headers
ESERERCERS

! FTATIAT 79 ATZX Title

8 EREFRICKESD Title

? S o Title

10 AT FaETEed Title

The first six sentences are the examples of the section headers crawled by the crawler in a linear

fashion, which gives no sense if read as a sentence. The next four are example of titles of the

columns from which the data has been extracted, the titles has no proper grammatical structure

and hence, has been eliminated from the corpus. A list of varieties of headers found in the data

has been included in the appendices.

2.3.1.3 Some other common Crawler errors

The crawled data is short of the periods in abbreviation and the comma between the serial nouns

is missing. There is more than one space found in the corpus which might be the result of change

in the format of data saved on web and in the corpus. Some examples of these types are listed in
the table 13 below:

Table 13 List of other common crawler errors

S Error Type Description Examples Gloss

No.

1 Multiple space More than one space between
two words

2 Punctuations Comma and periods missing T ft U P (Uttar
between all multiple entities Pradesh)

and abbreviations respectively
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3 Numerals All Arabic numerals like 1, 2, | se=r3= % &t =gy ¥ | Proof of the
3... and numeral as part of all the source of
) JHTT :
ordinal 'th' (before &t in the Rigveda
‘ . frm?vrah‘rg | am _ years
corpus) like '524T', 'A74T" etc. old
Are missing

In the above table, three types of crawler errors are mentioned. This includes the problem of
multiple spacing between two words in a string, the issue with the punctuation marker, as the
crawler does not account for the periods in abbreviations and the commas are also omitted by it.
The third is the omission of numerals, if written in roman numbers, at some places they are

missing while the numerals are randomly present in the corpus.

2.3.2 Corpus Validation

Once the data has been cleaned by passing through the Sanitizer much of the problems are
resolved like fragments, shuffling etc. But for authenticating the corpus the proper validation is
necessary. The corpus validation is a manual task where each sentence is revisited for error
detection and data authenticity. The ILCI tool used for the validation can be found on

http://sanskrit.jnu.as.in/ilciann/index/jsp

2.3.2.1 Validation Challenges

After validation the corpus accounts for the following challenges:

2.3.2.1.1 Genre specific sentences

Corpus is collection of natural language data but there are some limitations to it. A lot of drops
and ellipses are found in the natural language use which cannot be supported to include as it is in
the corpus unless it is a dialogue. Similarly, different form of writing employ different
techniques like reporting sentence in news and metaphorical in poetry. The line of poetry, though
has complete meaning, are not always complete. The news headlines are also far from the
language in use. Considering these, the text for corpus must be complete sentences. Therefore,

genre specific sentences which might bring ambiguity must be avoided or edited if included. In
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the present corpus, almost all the songs and poetries are separated out and the reporting sentences

has been edited to the declarative ones. Some of the discrepancies are shown in table 14 below:

Table 14 Discrepancy with genre

specific sentences

Example Gloss Error type
1. AT TG o FHoA Your eyes speaks poetry lines
2 e 3 ¥ FT arer | Your eyes and the redness of | poetry lines
your lips says
FEEIEdl
3. Y 2 S dreT gy | You will be my bride poetry lines
qT AT

2.3.2.1.2 Repetitions

There are many instances of repetitive words or phrases. These are sometimes part of the

sentence as misprinting or typo error and other times it is due to the linear crawling which

brought the section header and title together in due process. Some of the examples from the same

are given in the table 15 below:

Table 15 Examples of repeated phrases/words

Example Gloss Error type

i T long ago repeated phrase
Tz Oy Narendra Modi repeated phrase
e it i qrfe The shooting of the movie repeated word

fhem 9T+t T 9w o
fefsr

Music release of the movie
‘Bhabhi Ganga Par’

repeated sentence

The first row in the above table exemplifies the phrase which has been replicated within a

sentence; next two rows are examples of repeated words like Narendra Modi and KI. These are
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clear case of typo based errors and the last one is due to the crawling fashion that the title of the

article has been included into the text itself.
2.3.2.1.3 Unaccepted terminology

In this regard, Mishra (2003) says that the speech behaviour, decency in speech and correct
language use are necessary elements for the standardization of a language. Though slangs they

are important feature of a language which describes the social status of the language, should be

uniformly rejected if makes language a ‘bad Bhojpuri’. The slangs like Hg3T (btorua), ELTHSITET

(haramoadzada) etc are not included in the corpus. Table six contains some examples for the same.

Table 16 List of unaccepted terminology/ slangs

Example Gloss Error type
F GG 3% B1F F AT He is crazily proving himself a | slangs and unaccepted
moron terminology
EHSTRT HMed FL H AN
7§ |
ST Father slangs and unaccepted
terminology

2.3.2.1.4 Space missing between words or collocations

The crawled data has another discrepancy with the word spacing. There are several instances
where the space between two or more words is missing. Such error pattern cannot be rectified by
the tool and hence making the manual labour even intense. There are some examples from the

corpus with similar case as shown in table 17.

Table 17 Table listing the words/ phrases without space in between

Example Gloss

Festivals

() [l (al L AN
araddgi< <T9979g77 qa< g 1i SECHIGE
(tijtevohar ropanisohoni sunar git sangiton)

3T (drerdrer) a lot
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FLATTHT (ghorovapasi) coming back home
qedter@d (parhellikhol) Learnt

T@<d (dek" rekb care taking
Teegegaegoge (doblju doblju i) D.LW.

goaeft (hasikholfi) Happily

g% (hépar) is but

T (kikagoz) that (subordinator) paper

T B AT FAAAIFT FAFHF T (ro hol na
colelanajika kvmkomko 1)

ATHAIZH (sisonavarsan) Ordinary

TSI TEERT (premipremika) Lovers

ILEHT (porhomoni) but |

Rl (futtripotri) Letters

SELEINE AENELIE) (dsudstotdsaga Struggling
t"okothet"avat)

T 397 1 (eko drifjo hegdvo) The village is a scene
for@eTaEaT (likbolaportola) Educated

TFATY 7T U RTEfeaT &t 71 Fedt 519079
FgrT (kohani)

art of creativity; in which

UIGEUIGE ISR R R EC e D )

(gitsongitab"inojosompadonasinemetograp”i

song, music,
cinematography

performance,

publicaton,

TTIETY (sathesathe) Along

HHAHTAA (amonesamane) in front

TLATSALATS (boronat'dzhoronat™) Manner

Frtorerag® (kofifbohos) effort and argument

g13¥ (bavro) auxiliary verb and coordinator

faehae s (tlokodohedso)

custom and dowry

On the contrary, there are also sentences which are found to have multiple spacing between two

words/ tokens.
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2.3.2.1.5 Typing errors

A large number of mistakes in the typing have been encountered throughout the data. The letters
and diacritics are found both misplaced as well as reduplicated. A list of such words is presented
in the table below:

Table 18 List of words with typing mistakes

Example Gloss

ZFOT (Bine) Day

FOIT (phagua) FaguA (a sason)
o (omritefo) Amritesh
T (valjumo) Volume

TS (md) in (postposition)
FTSHY (kopi) Copy

TS HTT (dot kom) dot com

ST (iitfa) High

FTSHATT (Koloni) Colony
Ffesiia 2= 9T (abhidsit Abhijit Rai Dutta
dotta 19j9)

FTOUE=AT (Kopgrestja) Congress

2.3.2.1.6 Word fragments

This has already discussed in brief in the crawler based issues that the web drawn data has many
fragmented tokens which are present in the sentences at some or the other position like the cl
(first example from the table below) was found in the middle of the sentence and DxA (fifth row)
was present at the end. This might be names of the authors which are incorrectly separated as
they stand for ‘Mister’ and ‘Doctor’ respectively. Others are names of places, authors and dates.
Such tokens are erroneous and hence have been eliminated from the corpus.

Table 19 Fragmented words in the corpus

Example Gloss

= (1) Mr.

T (a) And
TG (lokMnou) Lucknow
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T[S ATH (raurs oma)

TTHEE ATEH (ramoffondro jadovo) Ramchandra Yadav
=T (do) Dr.
TR <4 (gonga devi) Ganga Devi

Yours Om

orfersRTa g (fofikant smgh)

Shashikant Singh

phago git 1)

®T T 2 AT AT ¢ (prago git 2 | Fad song 1 Fagsong 2

2 faeelt (noji B1lli)

New Delhi

SoTra f7erta (nifang profant)

Prashant Nishant

FAT (foroveri)

February

T (oprelo)

April

retrer frds® (nitfo sitemboro)

Nitish September

H (kom)

Com

2.3.2.1.7 Errors in Hindi Sentences

There are high chances of having Hindi sentences in the corpus as it is also written in

Devanagari. According to the suitability of context writer easily switch from one language to

another as a result of which there is an average of 30 Hindi sentences found in the corpus per file

(1,000 sentences approx). The code mixing and code switching between Bhojpuri and Hindi is

very common. Words like time, launch, release, blackmail, show and music etc are loan words in

Bhojpuri and used very frequently in blogs and narratives.

2.3.2.1.8 Some other errors
Apart from these there are some other errors types found in the corpus as given in the table 20

below.

Table 20 List of miscellaneous errors

S No. | Examples Error type Action taken
1 ?{{d’f (ju pi) Abbreviation space removed
2 Mixed construction | tagged according

TH ST AT AT AT gEar or R

(Bhojpuri> Hindi)

to the
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ATEd & HIHT 2T Fe aiaaradr a1 grammatical
category

[T | | gAg oOTE 9gd g a9
o Fg |IrEAr T | (homo dsob
avata tha nu to 0ekH ota tha k 1 sahibo
ke memina phator p"oter batrjavata tha

rongredsi me se h amohil t"o ¢ bohuto

sikhone laga a kut™ sikh1yo goya hu)

In the first example, the abbreviation for a compound noun is space separated. For example,
Uttar Pradesh is the name of a state in India also known as U.P. If there is a space added in
between, the tagger will treat it as two separate tokens and does not recognize it as a single
proper noun. The second one is the example of mixed dialect. The present sentence is neither
Hindi nor pure Bhojpuri but a variety of Hindi spoken in Bihar. The lexicons are intelligible to
both Hindi as well as Bhojpuri speaker and therefore, left unedited and tagger according to the

grammatical category to which the words belong.
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3 ANNOTATED CORPUS FOR BHOJPURI

3.1 POS TAGGING

The POS (Parts of Speech) tags are labels given to the tokens in a text. These labels are
technically known as ‘tag’ which is a grammatical category label featured on either
morphological or syntactic or both properties of the word. The process begins with creating a
definite tagset for the language which can be adopted from among different tagging schemes

present, so far. In the words of Hardie,

“POS tagging (or morpho-syntactic tagging) is the process of assigning a label to each word in a
text which indicates the status of that word within a system of that language on the basis of their

morphological and/or syntactic properties” (Hardie, 2003).

Since the struggle for the recognition of Bhojpuri began, scholars are making efforts in different
directions to bring it to a national platform. The stream of literature, philosophy, entertainment,
cinema and revisiting folks all are witness to its expansion. But the technological domain was
left untouched. The abandonment from the technology might prove fatal for a language, no
matter how popular the language has been or continues to be. The question of technical
advancement for Bhojpuri is a major issue. The present work aims at this aspect of the problem

by addressing some basic but important techniques for building language resources.

This chapter will study the second level of initiation, which is to create an annotated Bhojpuri
corpus. The annotation of the corpus will take place over the raw monolingual corpus studied in
the last chapter. The annotation work began soon after the corpus was ready. As part of this
chapter we will see the annotation framework, parent schema, the process of annotation,

guideline for annotation and the challenges met throughout, in detail.

3.2 POS ANNOTATION SCHEME

Annotation scheme is a mutually agreed set of rules, formed on the basis of pilot studies,
workshops or some small scale experiments for tagging the corpus concerning the morphological
properties of the words within. The first standard and most used POS scheme is the Penn Tree

tagset for English which is still followed by a number of European and Asian languages. There
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are different tagsets adopted or created for tagging Indian languages like IIIT tagset, ILMT
tasget, tagset designed under TDIL program, IL-POST etc.

But the main point of concern, here, is the selection of the scheme for the present task. Which
tagset to choose and how to choose it . All the tagging schemes are authenticated by some
institute or the other, they all have their pros and cons, their wows and flaws. For example, the
IL-POST tasget is a very elaborate one but with all the finer linguistic details which might not be
of the primary concern at the level of Parts of Speech. The fine-grained-ness of a tagset might
overburden the system and adversely affect the performance. Therefore, it would be better to
keep the schema coarse and let the features like inflection and derivations be handled by the
morphological analyser. But the plus point with IL-POST is its hierarchical arrangement. A
hierarchical tagset is capable of accessing the attributes and values of the categories and its sub
categories (Narayan, 2011). Where, IL-POST is fed with hierarchy, the 1T tagset lacks the sub
categorization of the tags but provide the practitioner with a very compact tagset with limited and

only necessary tags.

D’ejean (2000) also opines that a tagset must be designed keeping two criteria in mind. Firstly,
the external criterion was fulfilled by the maximum extent of retrieval of the grammatical
distinction in the language. Secondly, the quality of successful disambiguation and accuracy

result as internal criteria (as cited in Nainwani, 2011).

Hence, the struggle ended with the idea of choosing such a scheme which inherits both the
necessary features required for tagging. The decision was made to follow the BIS (Bureau of
Indian Standard) Indian national standard for the annotation of Bhojpuri for the present

annotation task in hand.

3.2.1 The BIS Scheme

Bureau of Indian Standards (BIS) is a super ordinate Parts of Speech framework designed for
annotating all Indian Languages. The different tagsets for particular language subordinated to it.
It is designed such that all Indian languages fit into this scheme with some related changes

according to their linguistic features and grammatical functions.
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The BIS v.1.1 has been followed for the present annotation task, which has undergone revision
during ILCI-ILMT POS workshop held in July 2012%. The total number of annotation tags in
this scheme is 38 divided under 11 major categories. The sub-types were extended upto only two
level at max. Therefore, the classification included the categories in the following order of the
grammatical categories, sub type level 1 i.e. the sub-type of the major categories like verb will
include main and auxiliary verb. The further sub-division was the subtypes of the level 1
category i.e. the subtype level 2. This level of tag is found attested in the verb category only.
The major verb category includes two types, main verb and auxiliary verb as pictured in the table
below and the main verb is further segregated into four- finite verb, infinite verb, infinitive verb

and gerund.

The BIS guideline also states that there are three such categories which are themselves the tag
level categories with no sub-divisions, they are, adjectives, adverbs and the postpositions and one
category with 4 tags under the subtype level 2, i.e., the main verb. Rest all the categories have

one or more subtypes up to level 1 only.

3.2.2 POS-Tagset for Bhojpuri

This tagset was first produced in the 2™ Workshop on Indian Language Data: Resource and
Evaluation at LREC 2014, titled ‘Annotating Bhojpuri Corpus Using BIS Scheme’(Singh,
2014).The present tagset is a multi-categorial frame set of 34 tags® for Bhojpuri with 11 tag
level category including sub-types. The tag level/major grammatical categories are same as seen
in the original BIS frame above comprising nouns, pronouns, demonstratives, verbs, adjectives,
adverbs, postpositions, conjunctions, qualifiers, particles and residuals. These have been further
sub-categorized into its sub types like common, proper and spatio-temporal nouns under the
noun head and main verb and auxiliary verb under verb heads, etc. The inclusion criteria of these
categories are completely language specific. Let’s take the example of Hindi. The tags for Hindi
tagset must be selected according to the linguistic characteristic features of Hindi and the

intended granularity of the tagset. Verbal nouns or gerunds are found in Hindi. Despite having a

%2 http://sanskrit.jnu.ac.in/ilciann/index.jsp

%% The earlier tagset had 33 tag level categories (as listed in Singh and Banerjee, 2014), Echo before has been
included in the revised version.
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nominal function, the verbal nouns were suggested to be tagged as the main verb in the sentence.
The compatibility factor also applies in case of adverbs, where only manner adverbs were
advised to keep within this category and the rest depicting time, place and frequency etc are to be
tagged as spatio-temporal (N_NST) noun. The inclusion- exclusion criteria for Hindi allows only
the major sub-types of verb for Hindi (main and auxiliary) and the deciphered sub categories of
the main verb (finite, non-finite, infinitive and gerund), though present in the language, are not
included as the part of the tagset. For more on this please refer to the BIS guideline
(http://sanskrit.jnu.ac.in/ilciann/index.jsp).

3.2.3 A Preliminary Comparison of Hindi and Bhojpuri tagsets

Though Bhojpuri and Hindi are closely related languages and share similar syntactic structure,
they may be hypothesized to have more or less similar kind of POS schema. But the vast
difference in the morphological processes of the language brought some considerable changes to
the tagging scheme as well as technique. The inclusion of classifiers, the tagging pattern for the
classifier inflected cardinals and particles inflected open ended classes are explained with
examples under section for the tagging guideline.

There was one more feature, originally proposed for Malayalam which has reduplicated
compounds in which the echo part of the word occurs before the word itself. It was agreed to
mark such cases as echo_before (ECH_B). Some such constructions were found in the Bhojpuri
corpus data which made its inclusion into the tasget during revision.

3.2.4 Revised Bhojpuri Tagset

The initial tagset has been improved and revised and the challenges met during the early
annotation as discussed in Singh and Banerjee (2014) are addressed. This revised tagset with the
addition of one tag level category; echo before, in the tagset serves as the basis for annotation.
Rest of the categories are imported as they were. Revisiting the tagset helped in coming up with
the first guideline for annotating Bhojpuri corpus. The revised tagset looks like the one presented
in the table 21 below:



Table 21 Bhojpuri POS tagset (Revised)
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Sl Category Label | Annotation | Examples Remarks
No. Convention
**
Top level Subtype Sub
(level 1) type
(level 2)
1 Noun N N TTATST
, THT,
1.1 Common NN N_NN TTATST
1.2 Proper NNP N_NNP afee. ™
1.3 Nloc NST N_NST T, TEe
2 Pronoun PR PR TIIT, SIS o
2.1 Personal PRP PR_PRP I, TEAT
El
2.2 Reflexive PRF PR_PRF AT, 3
2.3 Relative PRL PR_PRL ST
2.4 Reciprocal PRC PR_PRC TF-TAT
SIEESH
2.5 Wh-word PRQ PR_PRQ 39/, T




82

FeL

2.6 Indefinite PRI PR-PRI s, Bt

3 Demonstrativ DM DM £ 3 o 3T

e

3.1 Deictic DMD | DM_DMD %

3.2 Relative DMR | DM_DMR ST S

3.3 Wh-word DMQ | DM _DMQ FT. FITFF

3.4 Indefinite DMI DM_DMI 5. et

4 Verb Vv Vv FaTT T
T,

4.1 Main VM V_VM FET EED)
NERLY

4.2 Auxiliary VAU V_VAUX &, AT

X

5 Adjective JJ JJ e, Tor
RTAT

6 Adverbs RB RB i‘l%?l?{@(%ﬁ

7 Postpositions PSP PSP I HF FT R
-

8 Conjunctions CcC cC AT AT

SEIERED
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8.1

Co-

CCD

CC_CCD

H3L, 9T, AT
ordinator
8.2 Subordinat CCs CC_CCs e, qr,
or
9 Particles RP RP ;.ﬁ 2, ot S
9.1 Classifier CL RP_CL T, T, B
9.2 Default RPD RP_RPD v, &, o, AT
ofY
9.3 Interjection INJ RP_INJ X, 8, T, 8
9.4 Intensifier INTF | RP_INTF T, g,
2T, 98,
HT
9.5 Negation NEG RP_NEG o
10 | Quantifiers QT QT T, T,
EChig
10.1 General QTF | QT_QTF I, 9, G4,
qra
10.1 Cardinals QTC | QT_QTC T, g, i
10.3 Ordinals QTO QT_QTO afzer, TaT
11 Residuals RD RD
111 Foreign FW RD_FW A word
word written in

script other
than the script

of the original
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text
11.2 Symbol SYM | RD_SYM $, & * (,) | forsymbols
such as $, &,
etc
11.3 Punctuation PUNC | RD_PUNC 12, only for
punctuations
114 Unknown UNK RD_UNK
115 Echo words ECH RD_ECH (TT-ATT),
(F=-77)
11.6 Echo before ECH_ | RD_ECH B (TEeTT-aEe)
B

3.3 DATA FOR ANNOTATION

Out of the whole validated corpus of approximately 169k words

the annotated corpus of 90k

words has been used in the present work. The annotation of the 90k token was done partially

manually and partially through a semi automated annotation tool. The annotated corpus after

tagging was found to include 5198 sentences and 89999 tokens from 6 sets of files with the size

of around 1000 sentences each. Blogs and miscellaneous domains were selected for the

annotation as they cover the vast variety of linguistic data. The length of each file is listed in the

table 22 below:

Table 22 Composition of the Annotated corpus

S. No. Set of Files | No. of No. of Tokens
Sentences

1 blogsset1 | 917 15192

2 blogsset2 | 936 15200

3 blogsset3 | 933 16032

4 blogsset4 | 811 14390
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5 misc set 1 1066 19322
6 misc set 2 535 9863
Total 5198 89999

3.4 ANNOTATING BHOJPURI CORPUS

Creating resources for a resource poor language is a challenge. The POS tagging of Bhojpuri was
done semi-automatically using ILCIANN®* tool. Six files of 1,000 sentences were annotated at
this stage. This annotated corpus of 90k tokens comprised of mixed data from different corpus
domain sets labelled as miscellaneous and blogs. The average length of sentence is 16
words/tokens per sentence. Rest of the corpora is undergoing further annotation and has not been
included here. The cross-validation of the annotated corpora was done manually as it will serve

as the training file for the tagger.

Next sub-section is dedicated to the description of the tool used for annotation.

3.4.1 ILCIANN
ILCIANN is an annotation tool developed under the ILCI project in (phase 1) which being semi-

automatic facilitates the annotator and reduces labour. The tool was first introduced in a
conference paper entitled ‘Issues in annotating less resources languages -the case of Hindi from
Indian Language Corpora Initiative (ILCI)’ in 5th Language Technology Conference (2011),

Poland.

3.4.1.1 Online interface of the ILCIANN tool
The online tool has two interfaces, first the main login page followed by the annotation page
where the input files are uploaded and tagging takes place. The main page of the tool looks like

as shown in fig. 6 below:

% ILCIANN (Indian Language Corpora Initiative Annotation tool) is a tool for semi-automated POS tagging
developed as part of ILCI project.
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Figure 6 ILCIANN main page

This page is the initial page of the interface. After successful registration at the admin end the
users can login with his/her ID, phase of the project currently running and the languages he/she is

dealing with. Once the users have logged in, the annotation screen pops up as shown in fig 7.

Figure 7 ILCIANN annotation page (a)

The login details are mentioned at the top most row after the banner name followed by four
options for editing the auto tags, uploading the file, logout and help.

The edit auto-tag contains the list of all the tags which are tagged by the tool automatically. This
list can be updated by the users. The second icon is for uploading the file. This is helpful for a
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completely annotated file, to connect it to the server and upload the new data on it. The third icon
is for user to log off. According to the data format each file contains one thousand sentence
which is not possible for a human annotator to go through with tagging in one go. Therefore, the
user is facilitated with the option of signing off from the tool whenever required and complete
the rest in the next session. Lastly, the help icon contains the tool handling instructions like any
other software or program does. The annotation began with the selection of corpus file to be
annotated and the sentence ID of the sentence. This also helps the user to pick up from where he
left.

For tagging, the user is provided with another set of tags as select box options below the
sentence. These are the actions taken on the corpus during tagging. Whether the translation for
the present sentence must be saved, go to the next sentence, annotating a sentence, going back to
the previous one, keeping notes and editing the sentence if required. These many options though
look simple, but all becomes necessary when some automated method is used for reducing the
burden of manual processing. There are list of tags provided after each token, tokens must take
the tag from the respective category by selecting the tag name via either of the input devices i.e.
keyboard and mouse. Figure 8 states that once the tagging is complete for a sentence, it must be

saved before moving to the next one.

i n v -— —— -
Your Selected Setin: bha_blogs_seid.ixt
Seloct Corpora File:  bae icas seitn | =

Go To Semtonce:

T e e ST ot et el

Figure 8 ILCIANN annotation page (b)
The tool is said to perform partial tagging better, for some categories like postpositions,

conjunctions, qualifiers, auxiliary verbs, pronouns and other closed categories. Open ended
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categories like nouns verbs and adverbs should be tagged manually because closed categories are
less ambiguous than the open ended categories. Though there are exceptions to the same. Some
postpositions and particles are also found ambiguous in like par (but), ke bare mey (about) and to
(then) are problematic cases for the tool.

One major reason for keeping closed classes automated is that, these classes generally have a
limited number of definite words in a given language and the chances of ambiguity in these are
very low. Whereas, in open ended class, one single token can account for 2 to 3 different
functions, sometimes even more. To save the machine from this confusion and overload, these
must be handled manually. To know more about the tool design and application, please refer to
Nainwani (2011).

3.4.2 Bhojpuri POS annotation guideline

Following the BIS standards and conventions, the present guideline for Bhojpuri has been
produced which explains the annotated summary for the language. The limitation and challenges
of the annotation are discussed in the next section.

3.4.2.1 NOUN (N)

Nouns, by the standard definition, are the names given to a person, place or thing. The nouns
have three sub-divisions namely common noun, proper noun and temporal nouns (according to

BIS scheme for Bhojpuri).

3.4.2.1.1 Common Noun (N_NN)
Common nouns are all abstract, concrete, mass and countable nouns. The animate and inanimate

can also be a common noun unless it is a specific person or place. Common nouns in Bhojpuri

are EtFe¥(doctor), AR (people), T (snake), TEAT (exam) etc.

Abbreviations are given no separate tag but are to be marked under common and proper nouns
according to their functions. The abbreviations for designation like =f. (Dr.), 3. (Prof.),

TH.US.T. (M.L.A.), 9 (abbreviation for saint) are to be marked as common noun whereas places

like 9. (U.P.) for Uttar Pradesh’, is proper noun.

[1] F= AT A GHEI/N_NN Tgett &9
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IPA: kut™ bhart bharkem somasjo rohali san

Translation: Some big problems were also there

3.4.2.1.2 Proper Noun (N_NNP)
Proper nouns are the names of specific entities like person, place or thing. The names of product

brands, name of a community or organizations, and their acronyms pronounced as complete

names also fall under this category. For example, in addition to #FrersTar (Kolkata),
Y9rqT(Reshma), Traa<=At (Raibareli) which are names of people and place, brand names like
Coca-Cola, organizations like \TSTI<T sTsRTEHT (Bhojpuri Academy), AT IOt 4T (Nagari

Pracharani Sabha) and acronyms like &tsrdT (B.J.P.)and #i=tams (C.B.1.) will also be marked as

Proper nouns.

[2] emraTeft T AiO/N_NNP 9=F%/N_NNP 3=1Z/N_NNP FgH,

IPA: fabafi det man1 fonkar arjor kahalon
Translation: Blessing the boy, Mani Shankar lyer said,

3.4.2.1.3 Temporal Nouns (N_NST)
This contains a special set of verbs functioning both as a postposition and argument of a verb.

These are invariably NST irrespective of their syntactic function. These words are as follows :
s (front), 9% (back), IT% (above), #1= (below), 3¥a< (in), ATE< (out), Tg<r (before), aT&

(after). These words denote the time and place therefore are known as spatio-temporal nouns.
The BIS scheme also suggests the inclusion of all adverbs except manner under this category,
I.e., temporal nouns. More about this will be discussed under adverbs.

Some examples from them are:

[3] FRTANT/N_NST  osf/RB - F«@/V_VM  Ta@&/N_NN  29/V_VM  &/V_VAUX

FA/V_VM

IPA: aga aga teds falat juvak h3s ke bolal

Translation: The fast walking boy ahead said smiling
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[4] ¥ T=a=g/N_NNP F/N_NN #F/PSP 9RR@g/N_NST ae/N_NN  forEm/v_vMm

2IV_VAUX

IPA: brartendu jugs ka pshilohii nibandho likhate rahe
Translation: Essays were being written even before the Bhartendu era.

3.4.2.2 PRONOUN (PR)

Pronouns are the words used in place of nouns. The category of pronoun consists of six self
explanatory sub-categories. This includes personal, reflexive, relative, reciprocal, wh-word and
indefinite pronouns which can be understood as follows:

3.4.2.2.1 Personal Pronoun (PR_PRP)

Personal pronouns are the pronouns denoting to any person, place or thing. These are the words

replacing nouns. g9 , 94T, FHT, B9+ for ‘I, §, qle, T@TE, T3, TS for ‘you’, AT, AT,

I, (Possessive, him/her), 2,3, T, 35&T (Deictic) etc are the personal pronouns in Bhojpuri.

[5] EF/PR_PRP s7T/PR_PRF #T7&/N_NN TZ/PSP a=21/V_VM F/V_VAUX Fa/V_VM

THETV_VAUX

IPA: hom opona ko par boit"s ke ffal sokila
Translation: | can walk having him seated on my shoulders.

3.4.2.2.2 Reflexive Pronoun (PR_PRF)

The pronouns that denoted ownership to their antecedents are known as reflexive pronouns. The
antecedents can either be a noun or a pronoun. 39+, 39, AT=T and g= (himself) are some
limited examples of reflexives in Bhojpuri which are inflected to form their variants with the

following meaning.

Table 23 Reflexive Pronouns

Words Gloss Meanings

AT/ T ApanA/apanl his or her own




AT/ T Apane/ apane himself/herself
TTET Apano His/her + EMPH ‘bhi’ (also)
Khude Himself + EMPH ‘hi’ (only)

gz
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[6] HFaTH/)) F=H/V_VM amar/V_VAUX &9a19/J] 91=/N_NN 39=/PR_PRF T1/N_NN

gem/V_VM

IPA: sukuwar louke wala rupawan bhai opan raj dihales

Translation: The tender looking Sukumar presented his opinion

3.4.2.2.3 Relative Pronoun (PR_PRL)

Relative pronouns are pronouns which show the relation with their antecedent, either a noun or a

pronoun. There is no change in the word form of a relative pronoun with the change in person,

number and gender of the pronoun. ST, STa, STET, ST, forshe, fSr==T, are the relative pronouns

in Bhojpuri.

Relative pronouns and relative demonstratives are similar in shape (form) but it is important to

make out clear cut distinction between the two. Relative pronouns are used in place of noun and

have its antecedent somewhere earlier in the sentence or discourse whereas relative

demonstratives are the demonstratives indicating the noun (following noun in Indo Aryan

languages), for which it stands. See the following examples:

[7] 9TT/N_NNP &/PSP F®07/N_NNP FAT/N_NNP I0r&t/N_NNP #/PSP ®=/N_NN

#34/V_VM Si/PR_PRL agd/RP_INTF 3%/JJ Tga=1/V_VM T&/DM_DMD HaaT/N_NN

/PSP faeT®/N_NN

IPA: fhopora ke krisna kumars vesnovi ke phon auve dze bohute ugro roholon eh fesola ke

kbrlaph

Translation: Krishna Kumar Vaishnavi called from Chapara who was very aggressive

against the decision.
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3.4.2.2.4 Recipocal Pronoun (PR_PRC)

Recipocal pronouns are indicative of reciprocity among two or more nouns/pronouns. U= THY,

M99 H (each other) are the only reciprocal pronouns found in Bhojpuri. For example:

[8] 1Y &% sTT\/PR_PRC ¥ Fed SfqdTad & TATE I SI1d T8

IPA: dhire dhire apuso me bolot batiyavat i parivars tfalal dzat rohe

Translation: This family was moving gradually talking among themselves.

3.4.225 Wh-word Pronoun (PR_PRQ)

Wh-pronouns are the question words used typically to ask question. The following table enlists
not all but some exemplar interrogative pronouns from Bhojpuri.

Table 24 List of Wh-Pronouns

Word Gloss Meaning
EEGIEEGE] Kaise/kaisan How
EXE] Katane what time
F Kab When
Fet/Fgat kanA~/kahawA~ | Where
el Kene which

direction
F/FaT Ke/kawan Who
FRT kekarA Whose
EF|% kAheM Why

This table contains the list of some of the wh- pronouns found in Bhojpuri.
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3.4.2.2.6 Indefinite Pronoun (PR_PRI)

Indefinite pronoun refers to the objects or places which are not specified. This includes g, =T,

TS, T, FaT, F5, FhT etc.

[9] &9 FE/PR_PRI d%g T=HT a414 & aT

IPA: bas kehu torah parsa banawe ke ba
Translation: He just wants to make money, by any means

The major difference between demonstrative indefinite and pronoun indefinite is that , the

pronoun occur with some prior reference like g 3TEHT (someone).

3.4.2.3 DEMONSTRATIVE (DM)

Demonstrative has a major role in indicating about a noun without acting as a noun or anaphora.
These make a distinct category from pronouns. It has four divisions- deictic, relative, wh-word

and indefinite demonstratives.

3.4.2.3.1 Deictic Demonstrative (DM_DMD)

Deictic demonstratives demonstrate the noun it modifies. These are default demonstratives. In
Bhojpuri deictic are typically £, 3, 2, Ug, TgH, UHH, 32T,
[10] Ag/DM_DMD =<1 % [Meaqaaee § 19 w1 [&SeA 230

IPA: oho ghori ke nibond"okaran me ram prasad bisomilo houé

Translation: Ram Prased Bismil was one among the contemporary essayist of that time.

[11] Tg/DM_DMD FHd A9 € T a7

IPA: eho ffalate galon badPs gailo ba

Translation: Due to this the winter increased

3.4.2.3.2 Relative Demonstrative (DM_DMR)
Relative pronouns and relative demonstratives occur in similar fashion just the difference is that,
a demonstrative always occur before a noun it modifies whereas a pronoun is used in place of

noun.
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[12] SI/DM_DMR 9T U, T, 4T | STAT

IPA: dze logo e.si. dobba me jala

Translation: Those who travel in the A.C. class in the train.

[13] ATSTHRTg o AT sTaq/DM_DMR ITaaTe 99 3 Taie

IPA: ajokalha ke loika jovan gavatare son v gaibr

Translation: How will also sing the songs being sung by the today’s generation kids.

3.4.2.3.3 Wh-word Demonstrative (DM_DMQ)
Wh-pronouns and wh-demonstratives share the words of interrogation but the demonstratives
does not ask question, rather demonstrates using the wh-words. Wh-demonstratives in Bhojpuri

are =hT, =hel, ST, shdH, =hig etc.

[14] AR T& %l 92 w/DM_DMQ 7

IPA: loga pugals ki bhailo ka rahe

Translation: People asked about what has happened.

[15] T % JeaTdT had1/DM_DMQ ART a7 SIsTIZr H
IPA: e ke padPe wala ketona log ba brojopuri me

Translation: There are only a few Bhojpuri speakers who read this

3.4.2.3.4 Indefinite Demonstrative (DM_DMI)

Indefinite demonstratives also specify places, things and objects like indefinite pronouns. The

words fall under this category are Tz, FaT,F5,

[16] TTH ¥ Fa=1/DM_DM| FHt 729 93

IPA: dama me kovano koami naikte bhailo

Translation: There is no reduction in the price.
[17] T4 #Hg/DM_DMI SITHT T 3T | 3T T2

IPA: sab kehu dzana sovadhana mudra me a gail
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Translation: Everybody became attentive.

3.4.2.4 VERBS (V)

The verbs have been divided into two sub-categories- main verb and auxiliary verb. Like Hindi
Bhojpuri also has a closed set of helping verbs or auxiliaries and the main verb can be formed by
inflecting the root verbs taking different verb forms. According to BIS each sentence or clause
must have one main verb, and one or more auxiliaries can also be found. The second level of
categorization has not been included in the existing Hindi guideline, based on which it has been
excluded in the present Bhojpuri guideline to reduce the load on the machine. This
discrimination can later be derived at the chunking level as the chunk tagset do have categories

for different types of verb phrases.
Some of the constructions of verbs have been exemplified below:

3.4.24.1 Simple verbal occurrences
Verbs in simple sentence include one main verb which may or may not be followed by one more

auxiliary verbs.

[18] =Tfe/N_NN &/PSP @qea/V_VM a¥a/N_NN F/PSP Fea</N_NN

IPA: dad se lopatalo sorops ke phutkars
Translation: The hissing of the snake wrapped around the branches of a tree.

[19] IRAT/QT_QTO =%/N_NN HTE/N_NN F/PSP #T=/N_ NN Hgel\V_VM
R{@mEae\Vv_VM Stemv_VAUX
IPA: pohila bera mai ke mai kohols sikravelo dzala
Translation: The kid is learnt to speak mother to his/her mother for the first time.

[20] HSITAT/N_NN - fRef/d) af==1/N_NN S=a9/DM_DMR  gr@a/V_VM
STa/V_VUAX faamv_VAUX

IPA: 3jorja philmi patrika dzaisona hokroto dzato bija

Translation: Anjoria is becoming more like a movie magazine.
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3.4.2.4.2 Compound verbs
Compound verbs in Bhojpuri are very similar to Hindi word formation where there are two root

verbs. The first one act as the main verb with functional content and the other verb, takes a new

meaning which adds to the completion of the meaning expected out of the main verb.

[21] a9 Fws @ru/V_VM arte/V_VAUX

IPA: sobs koi khae lagalo

Translation: Everybody started eating.

[22] T ATAT % AT F/V_VM gV VAUX

IPA: nitfe wali ifara kara dihalo

Translation: He signalled the person standing underneath.

[23] AT AR A7 A7 @reT/V_VM TohV_VAUX A+ e

IPA: logo subohito namo na khodso soke

Translation: People cannot find a correct name for their movie.

3.4.243 Conjunct Verbs

Conjunct verbs are made with the combination of a noun and a verb. In this the verb is preceded
by either a noun or an adjective. While tagging, the noun/ adjective counterpart are tagged with

their own category and the next coming verb (also known as light or vector verb) are tagged as

the main verb. For example, gTTee FeAT.

[24] 9T 7 ZTRE/N_NN 2r@/V_VM & sr&eq a1 92t

IPA: thana me hadziro hok"e ki dgorurato na pori

Translation: He does not require to present in the police station.

[25] = A% % 7T gad@/N_NN g1/V_VM S15/V_VAUX

IPA: trena saptara me madza khatoma ho dzoi

Translation: The enjoyment will be lost in the journey by train.

[26] g Faal FT gaL ¥ 7 T HA/N_NN FI/V_VM T A&l &F ST

IPA: daromo badalowa kora dUsare d"aroma me famils korane ki adzadi di jae
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Translation: To give the freedom for changing and adopting any other religion.

[27] foEfer ¥ FE/N_NN F=A1/V_VM | g9 79

IPA: phtlima me kamo koila se k"uf monodszo

Translation: Manoj is happy working in the movies.

3.4.2.4.4 Explicator Compound Verbs
Explicator verbs are one of the major areal features of South Asian Languages. It is the sequence

of two verbs V1 and V2. The first verb in the sequence is called the ‘main’ or ‘polar verb’ and
the V2 is called ‘operator’, ‘explicator’, or ‘vector verbs’ (Abbi, 2001). Kachru (2006) lists some
definite verbs forming the sequence in explicator as- aa ‘come’, jaa ‘go’, le ‘take’, de ‘give’, uth
‘rise’, baithh ‘sit’, paDx ‘fall’, Dal ‘drop, pour’, rakh ‘keep, put’, choDx ‘give up’, mAr ‘hit’,
nikal ‘emerge’, dhamak ‘thump’, and pahuMc ‘arrive’. Bhojpuri explicator verbs are listed in the

examples below:

[28] TE o HA Ger 21/V_VM T=A/V_VAUX

IPA: para ke moano kuf ho gailo

Translation: You will be happy to read it.
[29] T UM sE/N_NN F/V_VM $ga/V_VAUX

IPA: sabte pije furu kars dthalo

Translation: All started drinking.
[30] FgIAT o ofiUF 978 § Fgrsd ad & Ue/V_VM T=a/V_VAUX

IPA: kohani ke firfoko bado me kohauts bono ke rahr gailo
Translation: The title of the story later became a proverb.

3.4.245 Verbal Nouns/Gerunds
The BIS guideline does not accounts for the category of verbal noun or gerund as an independent

group but it includes this as part of main verb. Because, although, the verbal noun in Hindi or
Bhojpuri functions as a noun but they can take their own argument which is an unique feature of

verbs.
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[31] ¥ /v VM 9% 2 dige

IPA: sabte prje furu kar dihoalo
Translation: Everybody started drinking.

[32] STE Fedl el T0/V_VM F g 2
IPA: dzobo kobbo kahi dzae ke hoto rohe

Translation: whenever he had to go somewhere.
[33] Y 07 o F2TT/N_NN F=/N_NN # Em=T gra

IPA: sob"e logo ke naghae phitfe mé asani hokhe
Translation: Everybody will find it easy to take bath and all.

3.4.2.4.6 Nouns Derived from Verbs
Nouns derived from verbs in Bhojpuri are similar to the derived nouns in Hindi, and they are marked as a

noun due to inability to take a new argument on their own. Some of the derived nouns are listed in the
table 25 below:

Table 25 Derived nouns from verbs (V<N)

S.

No. | Verbs Gloss V<N Gloss

1 7T (paDhanA) | ooy Ters (PaDhAI) Study

2 FHTT (kamAnA) to earn FATE(kamAl) Earning

3 HAT (ManA) to reject FATE (ManAl) Abolished
4 AT (SUnAnA) to hear TAATE (sunawAl) Hearing

[34] T AIHET % W 91 g9a1s/N_NN F:X F g

IPA: sogori mamila ko eke sat"e sunowai kore ke hoi

Translation: the whole matter has to be heard altogether.
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3.4.2.4.7 Participle Construction of Verb Acting as Modifier

The participle verb form in Bhojpuri is quite different from that of Hindi. In Hindi the participles
are formed with the occurrence of huA after the main verb which makes it look like daudtA huA
(running), AtA huA (coming) and haMstA huA (smiling). Unlike Hindi, Bhojpuri participle are
marked by ‘-ot’ marker inflected after the main verb and the verb form appears as dauDat, At
and hasat, respectively. These are invariably marked as the main verbs.

[35] ST NTT o1/RB Fa/V_VM T3 g6 & aiae

IPA: aga aga tedso ffalat juvoka hoaso ke bolalo
Translation: The fast walking boy in front said smiling
[36] AT < F =TT Fd/V_VM e sgem

IPA: sohajota kare ko ghofona karat dsiladhikari koholona
Translation: Announcing about the support, the District Magistrate said.

3.4.2.4.8 Conjunctive participle

According to Yamuna Kachru (2006) “Conjunctive participles are used as temporal, manner,
causal, concessive and esthetical verbs.” Conjunctive participle is formed by adding auxiliary kar
in Hindi which changes to ke of Bhojpuri. The action verb in this series is marked as the main

verb and the ke part is tagged as an auxiliary. For example:

[37] S[ATE 3 9 T 3@/V_VM T2/V_VM F/V_VAUX d7 g1 &l T2

IPA: dzulai anko milals to dekts padho ke mona khufs ho gailo

Translation: | was happy to read the July edition when | found it.

[38] FIAT FT7g IT T251/V_VM F/V_VAUX T FehleT

IPA: apana kanha pars baitha ke falo sokila

Translation: | can walk having him seated on my shoulders.
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3.4.2.5 ADJECTIVES (JJ)
Adjectives are qualifiers of the noun. This category does not include any sub-division and it is

self explanatory as the attributives of a noun. And the quantifiers make a separate category in this

scheme which is distinct from adjectives. Some common adjectives are 3r==T1(good),

ret(small), T=T (main), T (big), TTAT (nice),etc.

[39] A gar/Jd BT =

IPA: manoa k"ufs ho gailo

Translation: | became happy.

[40] TTLN/J] TTech AT 9T I F 19T o ST

IPA: sagari prante na pura defo me~ nigfo ke dzojokara

Translation: Not only the state but the whole country is praising Nitish.

Some other adjectives are faaTaT® (controversial), FTHRF (in a group), fE=Tef (rival), aTi¥=

(religious) which are found in constructions as shown in the following example:

[41] T < FHTAF/II T/N_NN @&t aret

IPA: dunu Defs sokaratmoka raho dek"svale bani

Translation: Both the countries are showing the positive pathways.
In some cases an adjective functions more like a verb as in bahatA jharanA. Such instances are
accompanied with the wAIA particle in Bhojpuri and become bahe wAIA jharanA. This is tagged
according to the guideline convention for wAIA. BIS guideline states that wAIA when occur as
part of the noun like sabjl wAIA , must be tagged as a postposition (PSP) and when come along

with a verb, should be marked as an auxiliary to the verb. See examples blow:

[42] %/DM_DMD FTT/PSP I=T/N_NN T % Y92 T 9118 T &F

IPA: v vala gana gave ke presars to nahie di

Translation: Please do not pressurize me to sing that song, at least.

[43] qIAT T H# & S=/V_VM aEm/V_VAUX
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AT AT o T Fed aT

IPA: pati ka m3tfs se dzure vala naya logons ke svagats karato ba

Translation: Pati welcomes all the new joinees to the group

3.4.2.6 ADVERB (RB)

Like adjectives, adverbs are also the single tag category. Adverbs are the qualifier of verbs,

mainly. The BIS standard suggests only manner adverbs under this category. Words like #fi¥

(slow), STet (hurry), and o< (fast) falls under this in Hindi as well as in Bhojpuri. Kachru has

categorised adverbs based on their nature and function, most of them do occur in the corpus and

to reduce ambiguity, they are tagged as follows:

Table 26 Annotation for other types of adverbs

S.NO. | Types of Features/forms | Examples Gloss Tag Category
Adverbs

(A) Basic Adverb | all place, manner | ab, phir, dhlre, | now, again,

and time adverbs | jaldl slowly, fast

1 All manner dhlre, jaldl slowly, fast RB
adverbs

2 N/PR<RB derived from Aj, kal, andar, | today, N_NST
(adverbs fro | noun and bAhar tomorrow,
nouns and pronoun inside, outside
pronounc)

3 DM, PRL, derived from ab, tab, jab, now, then, DM_DMR and
<RB demonstrative, when, N_NST
(adverbs relative and
from deictic | interrogative
and relative pronoun
pronoun)

4 JJI<RB derived from aise, vaise, this way, that | DM_DMR
(adverbs adjectives jaise, way, like this,




102

from

adjectives)

5 itnA and utnA | this much, QT_QTF
that much
6 V<RB derived from will go under the
(adverbs verbs verb (as already
from verbs) discussed under
the verbs)
7 Conjunctive | V+ke will go under the
Participle verb (as already
discussed under
the verbs)
(B) Complex
Adverb
1 Temporal abhi, pehle now, earlier N_NST
2 Locational/ kamre me, in room, on N_NN + PSP
Directional mez par, table, at (mark according
sateshan tak station to the word
category)
3 Manner dhyan se and carefully, N_NN + PSP
shantipurvak | quietly and JJ (mark
accordin to the
word category)
4 Instrumental kaicl se with scissors | N_NN + PSP
(mark according
to the word
category)
5 cause, reason kehne se, by saying, due | V_VM + PSP,
wajah se, dard | to, with pain | N_NN + PSP,
se N_NN + PSP

(mark according




103

to the word

category)

6 commitative ke sAth, ke with, along PSP + N_NN,
sahit with PSP + N_NN
(mark according
to the word
category)

As shown in the table above, all manner adverbs are tagged as RB, are placed under the spatio-
temporal noun, adverbs acting as relative demonstrative are places under the same. Adverbs
derived for adjectives fall under relative demonstrative as well as under the general quantifier.
Conjunctive participle adverbs derived from verbs are to be placed within the verb itself. And the

complex adverbs are marked as nouns, postpositions and verbs depending upon the nature of its

use as given in the table above. The adverb derived from noun and pronoun like Tt (perhaps),

gAT (always), e (definitely), TFaw (surely) etc. has been included as part of RB (manner

adverb, due to the lack of separate division for this category).

3.4.2.7 POSTPOSITION (PSP)

Postpositions are those parts of speech which marks cases. According to Kachru (2006),

postpositions signal relations between the two words. T, &, ¥ 9T, &1, o, and F<( forw), are

some commonly found postpositions in Bhojpuri. Apart from this there are several examples

where more than one word/ token forms a postposition, they are called complex postposition. =

ar= (later), % FUT (over), % 9T (after) are parts of complex postpositions in Hindi and in

Bhojpuri, both.
[44] fRTer/N_NN #/PSP &1 ®2a1/V_VM /PSP geT #1s

IPA: pttlim me kamkaila se k'ufo monodso

Translation: Manoj is happy to act in the movie
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[45] @aT/N_NN ®/PSP = &at ==a/N_NN «1/PSP a9 f==rama w2

IPA: okMabaro se leke tivi ffenalo le sabPe fifijato rohe

Translation: Everyone was gossepping from news paper to T.V.channel.

3.4.2.8 CONJUNCTION (CC)

Conjunctions act the conjoiners of two phrases or clauses. It has two sub-categories namely co-

ordinator and subordinator.

3.4.28.1 Co-ordinators (CC_CCD)

Co-ordinating conjunctions are those which joins two phrases or clauses of the same category,

like 337 (and), 3m(and), f=T(but), aTfF<(and ), T (although), sTT(or). For example:

[46] TSIl G5 Tae r3</CC_CCD TS qid 4[F 2l 2

IPA: ego sUi lagaval€ aus ilojo turdnte furo ho gailo

Translation: He gave an injection and the treatment began
[47] AST/N_NNP /PSP fer@e/1) /CC_CCD &FTa/N_NN ®1==/N_NN
AT/CC_CCD F==re/N_NN #/PSP 2r=9/N_NN F=a/V_VM

IPA: brodsopuri me lik"slo a kritr phanto ba junikods me taips koailo

Translation: It was written in Bhojpuri and typed in Kruti font.

3.4.2.8.2 Subordinators (CC_CCYS)

Subordinators, on the other hand, conjoin two clauses or sentences in which the second clause is

subordinated by the first clause. Subordinating conjunctions are typically T (that), =%

(because), gTeriTeh (although), @Tfe (so that), =Tg (whether) etc in Bhojpuri.

[48] FTe/DM_DMQ f/CC_CCS 3 1T 31a IqHT T

IPA: kahé k1 v goradso abs unuka rohe
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Translation: Because that baggage belongs to him now.

3.4.2.9 PARTICLES (RP)

Particles are those words which do not fall under any other category. Five types of particles has
been included under the Bhojpuri tasget, namely- default, classifier, interjection, intensifier and

negation. These are described below with examples.

34291 Default (RP_PRD)

Default particles do not have any independent meaning but it appears with the head words for the

emphasis or focus. (only), aT (still), «t (also), AT etc are the default words in Bhojpuri.

Although in Bhojpuri they appear in more than one orthographic form like to, tA, ta for to, na
and nA for nA etc. Another unique feature of Bhojpuri is that most of the particles in Bhojpuri
unlike Hindi are inflected with the head word. These head word may belong to any of the

following categories forming a new word form like 3T@&iT (abahiyeM) for ‘right now’, J&=ar

(caDhaibo) for ‘also offer’ and ff¥T(jibhiye) for ‘tongue only’ etc. This will be discussed in

detail under the POS tagging issues for inflected categories.

3.4.29.2 Classifier (RP_CL)

Classifier is present only in some languages; these are known as the referent of a countable noun.
In languages like Bangla, Bhojpuri, Odia and Maithili classifiers are majorly present (it appears
with a numeral or demonstratives). Due to their presence with a noun when counted, these are

also called measure word.

Bhojpuri classifiers differ on the variety of language spoken in a particular region. 7T ‘go’ and 3T
‘Tho’ are the most popular varieties spoken in the region of Bihar and U.P, respectively.
Moreover, another form &T ‘kho’ is also found but only as the speech of the lower communities/
local variety. The so called standard variety of Bhojpuri i.e., the one spoken in the Bhojpur
region makes use of T ‘go’ and is commonly followed in the written form of language also.

These classifiers also appear sometimes along with the numeral and other times as an inflected

part of the numeral, as shown in the example below:
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[49] TI/QT_QTC a1 g9g &I

IPA: ego bats homohu put™

Translation: May | also ask something.
[50] Z/QT_QTC I/RP_CL smrtua=/J] #/PSP am=T/N_NN /PSP gT<I/N_NN

IPA: du go aropryans ke thana m¢ hadsiri

Translation: Two culprits have their hearing in at the police station.
[51] FHE|/RB TE/QT_QTC /RP_CL gf¥ramwava/)J q=aar</N_NN Zad/V_VM

IPA: tokaribona dasa go hothijarabands ghurasavars rohalons

Translation: There were around 10 armed horseriders.

3.4.29.3 Interjection (RP_INJ)

Interjection particles are those particles which exclaim the emotions in the sentence. These are

(hay!), =g (oh!), sr¥(are!), ETU(hAe!), ¥, T, ATS, 2, 1 and T (oh god!) are some common

interjections in Bhojpuri. For example:

[52] FTSTrer It T/RP_INJ FTRAT/N_NN

IPA: badsolr beranr re basurija

Translation: How rude is this pity flute!

[53] s¥/RP_INJ ¥T/RP_INJ /RD_PUNC #s7/N_NN Fzi/DM_DMQ &/PSP

IEEIAYAYLY

IPA: are b"sijal madzors koha se mili
Translation: Oh! How would | find a labour.

[54] 2/RP_INJ 21/RP_INJ 2%/QT_QTF f&/N_NN @/RP_RPD gIzuw/V_VM
Tza/V_VAUX a1/V_VAUX

IPA: h3 ho ! dhers dins to hoije goilo ba

Translation: Yes! It has already been a long time.
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3.4.29.4 Intensifier (RP_INTF)
The words which intensify the quality of an adjective or an adverb are known as intensifiers. In

Bhojpuri, intensifiers are namely &g (too much), Fa<1(all), ga(very much), Ta=T (this much),

1T (very), 9=T (big) etc.

[55] FHSILT FaTe | qaot/RP_INTF STT/N_NST 2T

IPA: kamadsori batave me sobole aga rahsla
Translation: Everyone is ready at pinting out others.

[56] Z/DM_DMD FTH/N_NN 1a41/RP_INTF agg+/) a1/V_VM f/CC_CCS

FHe1/J] AT/RP_NEG #94/V_VM

IPA: i kamo atona bad"shans ba ki okeke na s3pari

Translation: This is a bigger task which cannot be handled alone.

[57] arear/N_NN =fe1/V_VM ST/V_VAUX d/RP_RPD s 9#</PR_PRP

Ga/RP_INTF s1@¥/J] gr<1/V_VM

IPA: mastars ffali dzalé to onakaraktubo ador hola

Translation: A teacher is vey much respected on his visit.

3.42.95 Negation (RP_NEG)

The words indicating negation are categorized under the negation particles. 9T (no), tfg(no),

T2 (not), Ta(don’t), fa=T(without), a¥I¥ (without) are the negations in Bhojpuri.

[58] foreraTa T2@/RP_NEG 21q i € |f= a1

IPA: blsawass nork"e hoto bakirs i saf ba

Translation: | cannot believe this but it is the truth .

[59] dT/RP_NEG @/RP_RPD @gT¥/PR_PRP fa=Tgl/N_NN AT/RP_NEG gr@a/V_VM

2IV_VAUX
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IPA:na to tohara bryaho na hokaaaaahato rohe

Translation: Otherwise you would not have got married.

3.4.2.10 QUANTIFIERS (QT)

Quantifiers are the modifiers of noun or adjective which indicates quantity. Three sub-categories

have been created to cover the quantifiers in the tagset - general, cardinal and ordinal.

3.4.2.10.1 General (QT_QTF)

The precision in the quantity is not mentioned under the genral quantifiers. They simply make an

estimation of the quantity, such as &¥(all), F(less), F=(some), AT=T (little), z%(a lot), T (all)

etc.

[60] A= FA/QT_QTF wfed/ q T tad Frgams

IPA: lorakt kula parhthé to 1 nobato kahe ai

Translation: | girl education would begun; this situation will never rise again.

[61] F[AT/N_NN 3T3T/CC_CCD greft/N_NN /PSP 2Z/QT_QTF ¥/QT_QTF

rRTAAT/N_NN

IPA: phogua aurs holi ke drera fubhokamona

Translation: Wishing you Fagua and holi.

[62] ITFZ/PR_PRP &72/JJ s=T/N_NN F#1/QT_QTF =maTs/J] Tga/V_VM

IPA: unokara boro beta besi falaka rohalo

Translation: His elder son was quiet clever.

3.4.2.10.2 Cardinals (QT_QTC)

Cardinals are the absolute numbers in digits or in words e.g. one, two, 3, 4, 5 etc.

[63] AT T/QT_QTC aTd g9 T
IPA: baklrs ego bats homoho put™

Translation: And may I also ask something
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[64] T/RP_INJ ATST1/N_NNP /PSP fam#=a</N_NNP 3#%/N_NN 91 1/N_NNP

/PSP si/N_NN #=1/N_NN £290/QT_QTC

IPA: helo bhodzopori ke disambors anka pati ke ankos sankhja 6970
Translation: December edition of Hello Bhojpuri, Paati edition no. 6970.

3.4.2.10.3 Ordinals (QT_QTO)

The ordinal denotes the order of the digit like TTgaT, T, T etc. In Bhojpuri the ordinals

make gender distinction also, very much like Hindi but no number distinction. For example-

o o o
I, IHLT, dTHT etc.

o

[65] FIH AIAT ITHIEATA o Tga®l/QT_QTO F=T/N_NN ST & fRgare

IPA: kongres apana ummidowarana ke pahiloka sutfi dzart ko dihalast

Translation:Congress has releaser the first list of its candidates.

[66] FAHRT/QT_QTO fZA/N_NN /PSP &«/N_NN &aw/J) gra/V_VM

TT/V_VAUX
IPA: dusaroka dlna ke khelo khotomo hokbe bera

Translation: The game of the second day is about to end.

[67] aa/N_NNP T=/QT_QTC fase/N_NN =i/V_VM F/V_VAUX TF/N_NN

FAa/V_VM Tga/V_VAUX

IPA: bHarato eka viketo gova ke rana banovale rohuve

Translation: India has made runs at the loss of one wicket.

3.4.2.11 RESIDUALS (RD)

From the standard guidelines, residuals are the words which are not the intrinsic part of the
language. This category has been divided into six further categories with the inclusion of one
new ‘Echo before’ as part of the guideline. These categories are namely foreign words, symbols,

punctuations, unknown, echo-words and at last, echo before.
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3.4.2.11.1 Foreign Word (RD_RDF)
Foreign word includes all those words which are written other than the script of the language i.e.,

Devanagari script in case of Bhojpuri.

3.4.2.11.2 Symbols (RD_SYM)
Symbols are the characters which are neither part of alphanumeric chart nor related to the script.

These includes $%"M@* etc.

3.4.2.11.3 Punctuations (RD_PUNC)

Punctuations are the regular punctuation markers of the language. For Bhojpuri the punctuation

includes the sentence boundary marker (1), comma( ,) , colon(: ) , exclamation mark(!), semi

colon(;) etc.

3.4.2.11.4 Unknown (RD_UNK)
Unknown words are the words for which the annotator is not able to decide a particular tag
category. This majorly includes the words from the other languages (some other language,

related or unrelated) written in the script of the language.

3.4.2.11.5 Echo-Words (RD_ECH)

Echo formation is a common feature of Indo Aryan languages. This can be seen as part of
reduplication as described in Abbi (2001). The word forms generated after the process of echo
formation are called echo words. Following are the examples of echo words from the present

corpus, as tabulated in below:

Table 27 Echo words from the Corpus

S.NO. | Echowords | Transliteration | Tag IPA

1 T noMk N_NN Argument
= khoMk RD_ECH

2 e sldhA JJ Simple
— sAdhA RD_ECH




3 IEH agaDham N_NN non-sense
T bagaDham RD_ECH

4 s Riport N_NN report and all
s Phiport RD_ECH

5 SEra Jujhat V_VM Struggling
ST JAgat RD_ECH

6 EAE T ThoMkat V_VM Hitting
o1 TheThAwat RD_ECH

7 e milA V_VM more or less
ST JUulA RD_ECH

8 qTF sAph JJ Clean
TRT sutharA RD_ECH

9 Gl ghUm V_VM Roaming
qT ghAm RD_ECH

10 SiC) Hokhe V_VM have done
zaT hawAkhe RD _ECH

11 Tt bholl JJ Innocent
Tt bhAllI RD_ECH

12 Trare Gotail N_NN
AT bothAil RD_ECH
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13 7T bAp N_NN Father
1T WAp RD_ECH
14 fifer N_NN manner of speech
c (hard to
ot RD_ECH
- understand)

3.4.2.11.6 Echo before (RD_ECH_B)
Echo Before is the final category of the tagset. ‘Echo Before’ has been included for the first time,
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in the tagset for Indo Aryan Languages. This category explains such constructions in which the

echo counterpart of the word appears before the content word. This feature was found to appear

in Dravidian languages like Malayalam and was proposed for them (in the revised BIS guideline,
2012). *°

There are some occurrences of such echo formation found in the present Bhojpuri corpus, they

are given in the table 28 below:

Table 28 Echo Before words from the corpus

S. No. | Echo Before Transliteration Tag Gloss

1 T a0ola RD_ECH_B | Interchange
S Bodali N_NN

2 A ase RD_ECH B | Close by
9T pase N_NST

3 T agal RD_ECH_B | Side by side
T bagal N_NN

% http://sanskrit.jnu.ac.in/ilciann/index.jsp
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The examples shown in the table above are almost similar in form for both Hindi and Bhojpuri

and there can be more such examples which are not part of present corpus.

3.5 ISSUES IN POS TAGGING

Digitization of a less resource language is full of challenges. The very first in the queue, is the
availability of the data in the desired domain and format. Due to this scarcity of machine
readable data the corpus is created on the web drawn data. Though Bhojpuri has no prescribed
standard variety to be followed uniformly, in written form all over the world, the so called
standard dialect with rauwa and bAnl construction is accepted for this purpose. The advantage
with the online text is that, most of columns, new and blogs maintain this so called standard
which brings uniformity in the data. Bhojpuri is an ergative less and classifier rich language.
Being a spoken tradition for centuries, there are variations in pronunciation which is also traced
to the writing system of the language. The different realizations of the same lexicon and their
correct categorization is as challenging as finding out the homophonous words in the data and
differentiating their meanings contextually. Particles are mostly inflected with the head
categories. Their floating nature and occurrence within a single phrase, though not so big a
problem at this level of manual tagging. But these do generate high degree of ambiguity in
automated tagging and disturbs the tagger’s performance. It might also seek significant attention

at other levels of annotations like chunking, parsing, etc.

3.5.1 Challenges in Manual Tagging

The issues found in manually tagging the corpus has been divided into different sub sections
based on the nature and types ambiguity. These are namely- unidentified tokens and rare
occurrences, dialectal variation, inflected categories, homophones and different realization (of

one lexeme).
3.5.1.1 Unidentified Tokens and rare occurrences
35.1.1.1 Unidentified Tokens

While tagging the annotator came up with some words which were not encountered before and
their categorization was difficult. In case of such words, the guideline suggests to keep them
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under the default category. But from the context, and discussions the words were deciphered

with the following meaning, as listed in table 29 below:

Table 29 List of unidentified words

S. Unidentified Gloss Tags
No. Words
1 2% (hirau) Qualifier JJ
2 T (ene) here and | N_NST
there
A (one) N_NST
3 TR (rogan) name of | N_NN
some entity
I (fefan) N_NN
4 f¥a(uketo) name of a|N_NN
race
5 13 (gamue) to every | N_NN
village
T (gomue) N_NN

The list of items included in the table was sought for their meaning and the decision was finally
made on the basis of context in which it appears in the corpus. The corpus data gives the item 1
in the table as a qualifier to the noun ‘well wishing’ (mangalkAmanA), ene-one means ‘here and
there’ 2™, 3 rogAn-seshAn stands for some object of entity, 4™ Tikait is deciphered to be the
name of some race and the 5™ ga~Mve ga~Mve is formed with the process of reduplication in

Bhojpuri meaning ‘to every village’.

[68] ATHRIFAT/N_NN F/PSP &@T@/N_NN 2r@/V_VM T&I/PR_PRP  @&Tid¥/PSP

ZATY/PR_PRP 8¥3/J] = =T1/N_NN

IPA: lokaprijata ko salo hokPe ekara khatiro homars hirou moangslokamona

Translation: The coming year brings you popularity, it is my heartiest wish.
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[69] ZT/QT_QTF TUA/N_NST 3f«/N_NST «r&/V_ VM d/RP_RPD fad/N_NN

gaa/d) B1IV_VM SITE/V_VAUX

IPA: d"era ene one bragobo gotr kParabs ho jai
Translation: If | take more cuts, the speed will go slow.

[70] g7 PR_PR T@T V_VM TSt N_NST ¥« N_NN &t N_NN , RD_PUNC

T N_NN 9rom N_NN

IPA: homo ratila rodse rogans [efans, rogans fefans

Translation: | an learning rogan-sheshan, rogan-sheshan daily, by heart.

[71] feh@ N_NN T PSP s N_NN # PSP affasr QT_QTF &@RT N_NN 3@
DM_DMD S9a V_VM grET V_VAUX f CC_CCS £ DM_DMD Fa«T DM_DMI @1&

JISTIN_NN F PSP 39 N_NNEV_VM

IPA: tiketo ka bare mé ad"ka logo dzanato hok!i ki i kavono khaso dzatr ke upanamo ho
Translation: Most people know only this much about tikait that it might have been a

mickname of some special race.

35.1.1.2 Rare Occurrences

‘katabyoMt’ is one example of rarely found words falling under this category. In the present
corpus the word ‘katabyoMt’ is found to function as a qualifier though the meaning is still not
very clear. On the basis of the context and its function in the string, katabyoMt has been tagged

as an adjective, invariably.

3.5.1.2 Dialectal VVariation

Dialectal variations, here, refers to the words which are used in either variety of language, like
the word bhA and San.

35.1.2.1 ‘bhA’ (as coordinator)-
bhA has been least heard in the spoken language and are present in the corpus repeatatively. It
can also be put under the category of rare occurances as used only in some particular variety of

Bhojpuri and not known too much of the speakers. From the phrases like ‘rAt bhA dine’
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meaning ‘night or day’ this word seems to function as a coordinator. The examples below are

justifying this fact:

[72] Faa/DM_DMI T@/N_NN FEa#=/N_NN 91/CC_CCD Zatea=/N_NN
F/PSP Ta@TH/N_NN a9«/V_VM Ea/V_VAUX T/RP_RPD a&«l/N_NST Tx1/1J

Z9T/N_NN #/PSP srata/N_NN =1/V_VM T=a/V_VAUX TZra/V_VAUX

IPA: kavano p"ilimo musalomans bra isaiyans ke khilap"s banalo rahits to absle pura defo
meé boavalo matfs gailo rotits
Translation: If some movie would have been made after Muslims or Christians, would led

to the riots throughout the country.

[73] HISTA/N_NNP @/PSP §8@/RP_RPD 37d=l/DM_DMR #TdT/N_NN f/CC_CCS
STeT#/N_NN aTell/PSP alia/N_NN $11/CC_CCD TSell/N_NN $iIsTqRE1/J) gefrehl/N_NN

$/PSP rga/v_vm

IPA: brodsopouri se basa atone nata ki dsonomo vala gavs ba dzila btodsopurija ilaka ke
rohuve
Translation: He has just this much bonding with Bhojpuri that he was born in the

Bhojpuri speaking district and state.

35.1.2.2 ‘san’(as an auxiliary or particle) —

‘san’ is found only in the standard variety of Bhojpuri and is not present in the westerns dialects
and Bhojpuri speaking regions. This appears as the final entity at the end of the verb phrase like
V_VM+ V_VAUX +san. It was difficult to decide for ‘sa~M’ or ‘San’ as in ‘rahat rahalan san’
means ‘used to live’, whether to keep under auxiliary or tag as a discourse particle.Though it
occurs particularly after the auxiliary verb but ingerited with minus (-) TAM feature and an
auxiliary do have some TAM agreeing to the argument of the verb. Therefore, the dicision was
made that it functions as particle with no concrete meaning, therefore, it was better to keep it

under default particles only. For example:
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[74] ZTE/N_NN 9=/QT_QTC ®er/N_NN #/PSP =#Hi/QT_QTF wfaam/V_VM

forg/V_VAUX &+ /RP_RP

IPA: darabars pato gh3ta se besi batrja l1hé sana
Translation: The darbar is running for more than five hours.

[75] TZHT/N_NNP s2H4/DM_DMR #g/N_NN wze@et/V_VAUX @=TV_VM

F2/QT_QTF AT <a#/J) ¥H=aT/N_NN TZ«(1/V_VM T°/RP_RPD

IPA: surasa dzarsono mitha phsilovale khora kuf™ brarib*arokama samasyo rahsli sons

Translation: there were also some bigger troubles like Sursaa.

3.5.1.3 Inflected categories

Bhojpuri morphology differs greatly from Hindi in certain constructions. Considering the case of
default particles, in Hindi the emphatic particles like ‘hi’, ‘to’and ‘bhi’ are independent lexemes
which either follow o preceeds the category that it emphasizes or focuses. Whereas, Bhojpuri
have a different case. In Bhojpuri, emphatics are sometimes an independent or separate unit but
most of the times the host category are inflected for these particles and forms a new kind of

word. See the following examples (from Singh, 2014) for a clear picture:

a. biswAs hi - biswAse
Belief EMPH - belief-EMPH

b. kol bhli - kauno
Anybody EMPH —>anybody-EMP

c. tabhl to —>tabbe/tabbae
then EMPH —>then-EMPH

d. kabhl to —>kabbo
Sometime EMPH —>sometime-EMPH

Based on this some example from the corpus are enlisted in the following table along with the

categories to which the newly coined word belongs.
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S. Words Tag Token Gloss Default Gloss
NO.
1 ﬂ'“ﬁ"'{ (jupie) N_NNP QIgﬁ- Uttar T gﬁ- (only)
Pradesh
(place)
2 AR N_NNP AT Bhojpuri T 2 (only)
(langauge )
(bhodzopurije)
3 FATaT (Kosabo) N_NNP | g kasAD ar +ft (also)
(proper
name)
4 ﬁl’fﬁ"’{(@lbhle) N_NN ey tongue T g} (only)
5 wragiv (abahiMe) | N-NST | orf Now u 2t (just)
6 3T (abhie) N_NST | afey Now T ¥ (only)
7 F4T (kabo) N_NST Fafe Somemtime | g off
(indefinite)
8 aqzar (bataibo) | V-VYM | garzg | Tell +ft (also)
9 =@s4T (caDhalbo) | V-YM Terzg | Offer ot (also)
10 m (hOiE) V_VM @3 will be T gll- (0n|y)
12 3T (utarie) V_VM Iqfr climb down T 2 (only)
13 | #Afa (karlbie) | ¥ Foer | Close T 21 (only)
14 WV (jaldie) RB oot Quite early T @- (only)
15 uFaH (ekadameM) | RB UFHaH Completely | 2t (only)
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16 | zzu (duie) QTQTC % Two T & (only)
17 | wag (ekahum) | QTQTC o One g &t (only)
18 ?ﬁ (dUgo) QT_QTC T Two T classifier
19 arfgT (nAhiMe) | RP_NEG | o No T 2 (only)

Based on the classification made in the table above, there are six possible categories found which

are capable of inflecting for a particle.

35.1.3.1 Inflected Noun

In the above table 30, serial number 1 to 7 is the examples of nouns inflected with particles. All
the three categories of noun namely proper, common and temporal can inflect for particles in
order to form a new word which is the emphasized form of the same original word from that
category. For example, yUple (N_NNP) means not from any other pace but from U.P.only, in the
case of proper noun. Similarly, jibhie (N_NN) means by tongue only, in the case of common

noun and abahIMe which mean ‘right now only’, in the third case, N_NST (temporal nouns).

3.5.1.3.2 Inflected Verb

From among the verbs only main verbs are found to inflect for emphatics. There is not such
concept of action verb,any anction verb if appear in the construction other than the main verb,
like as part of compound or serial verb , will not be able to take this form. S.No. 8 to 12 are
examples of verb agglutinated with emphatics where bataibo mean will tell u also (due to
presence of bhi particle) and shurue mean from the beginning (due to the presence of hi

particle).

35.1.3.3 Inflected Adjectives
No. 13 shows the word formation with adjectives. karlbie literally mean a person who is close
only, neither too close but not a distant relative. The particle hi is added to the word here,in this

example.
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3.5.1.3.4 Inflected Adverbs

No. 14 and 15 from the table are from the adverb class of word formation. The adverbs are jaldie
and ekadameM meaning quite early and completely, respectively. Both the adverbs in the
examples belong to manner adverb therefore the transformed words are tagged as RB which

stands for adverbs, in the tagset.

3.5.1.3.5 Inflected Cardinals

The main property of a cardinal (1,2, 3..) is their absoluteness. But in Bhojpuri cardinals are
often inflected for partiles either with a defaut particle or with a classifer. Classifier being the
referent does come along with cardinals but as a separate lexime in Bangla and other languages.
Bhoojpuri cardinals are on the other hand are glued with these particles and take a new form as
shown in the example no. 16, 17 and 18. First two are the examples of default and the last one is
of the classifier getting attached to the ardinal leading to the construction like duie and dUgo.The
former dule mean ‘only two’ and the later dUgomean the ‘specific two’.

Classifiers are not always part of cardinals, but when they are, the first two cardinals in the

number system changes its form from ek, dUi to ego, dugo.

3.5.1.3.6 Inflected Negations
The negatives when inflects for particles takes the shape of nahiMe from nahiM meaning no with

the emphasis on it.

3.5.1.4 Homophones
Natural languages are inherited with ambiguities, Bhojpuri morphology also carries such
ambiguities where one word form can be interpreted many meanings. Homophones are found
very common in the basic Bhojpuri vocabulary. The resence of such words with more than one
mening will make the tagger burdened with the load of disambiguation. It seeks concentration
even at the level of manual tagging; the words can be tagged considering the meaningand the
context both at the same time. This includes par, IA,le, ka and ke, mAre, nA, jl etc.
a) lA and le- Bhojpuri IA and le are homophonouns as both are used as the postposition
meaning ‘for’ in English or ‘ke liye’ in Hindi. And in other cases they also performs the
verbal function where IA mean ‘to bring’ like ‘l1AnA’ in Hindi and le mean ‘to take’ same

as lenA in Hindi, derieved from the root verbs IAnA and lenA, respectively.
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b) ‘ka’ and ‘ke’- Bhojpuri use of postposition are distinct from that of Hindi. Hindi noun are
sometimed oinflected with possessive markers and datives as in usake, mujhko or mujhe
etc followed by the mainverb. Whereas similar constructions are treated differenlt in
Bhojpuri. Bhojpuri uses okarA for usake, and hamnl or hamarA for mujhe though these
words already includes the possessives still the postposition follows them when used in

constructing a sentence. For example:

[76] AT /PSP =TT <T 31raT

IPA: okara ke ghorija di ava
Translation: OkarA ke ghariyA~M dI AwWA

[77] ZHAT /PSP =TE TH= a1

IPA: hamoni ke faha pasands ba

Translation: hamanl ke chah pasand BA

Besides this, at some places, these words are often confused either as a postposition or an
auxiliary. But it was found that ke and ka in Bhojpuri actually belongs to three possible
grammatical categories - subordinator, postposition and auxiliary form of verb depending

upon the context. For example:
[78] FTg H/CC_CCS Tl AT 15

IPA: kahe ke sobale mondzura rahe
Translation: because all agreed to it

[79] ATHV_VAUX T aT

IPA: la ke de 0a

Translation: bring it for him
[80] H 93T $9 /PSP aT< a=d

I will go only after the sun set
Where, ‘ke’ is a subordinating conjunction in example (67), functioning as an auxiliary

verb in (68) and as a part of postposition in (69).
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¢) nA — Bhojpuri nA is also a homophonous word which functions both as a negation
particle and default particle, based on teh context. It has been arked as negation where
exhibitsthe meaing of complete negation is and where there is no definite meaning to th e
word then it was tagged as a negation particle.

[81] 2aTsa/N_NN FT/PSP art/N_NN #H/PSP Fa«1/DM_DMI T=ra/J] ata/N_NN

dT/RP_NEG #g/V_VM T*/V_VAUX

IPA: isaijons ke bare me kavano galato bato na kaha soke

Translation: Nobody can speak a word against Chiristians.
[82] F/V_VM F/PSP ATETV_VAUX AT/RP_NEG

IPA; bole ke tfahi na

Translation: You should have sai it!

d) par- Bhojpuri par shows similar function as the Hindi par meaning both a postposition

‘on’ and a coordinator ‘but’ . For example-:

[83] AteetoraT JJ § QT_QTC fae N_NN #T PSP T&at™ N_NN 9% PSP ¥ N_NN

FATV_VM forger V_VAUX a9 V_VM

IPA: ostrelia du viketa ka nukasano para rons bana lihole bave

Translation: Australis has scored at the loss of two wicket

[84] ST/V_VM  F&hE/V_VAUX 9T/CC_CCD ®%/V_VM /PSP fa=Te/N_NN

T1/V_VM
IPA: dza sokila pars ruke ke brtfaro ba

Translation: | can go but | am thinking of stying here.

Besides this, there can be another possible occurance of par as noun, which means feather.

Feather is called paMkh in Hindi, sometimes par but very rarely.

e) mAre- Another ambiguous token is mAre which act both as verb and intensifier. For

example:

[85] Ta/N_NN 91%/V_VM Sa/V_VAUX TZa4/V_VAUX
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IPA: saba mare dzato rohalons

Translation: All were about to beat him

[86] FZ/N_NN #T/RP_INTF 2212/V_VM s«/V_VAUX

IPA: sero mare dshate lagalo

Translation: the lion started roaring aloud.

The above example (85) explains the verbal function and example (86) is the intensifier use of

the word mAre which is inflected form of the root mAr.

There are many other homophones like A or aa meaning ‘to come’when functions as a verb and
‘and’ as a conjunction, calate which mean both ‘to walk’ as verb and ‘due to’ as reason and

many maore.

3.5.1.5 Different Realizations of one lexeme

Bhojpuri lexemes often show some variations in pronounciation. A longer oral tradition of
Bhojpuri is the main reason of the emergence of this feature. A single word is realised in
different forms in the spoken speech which is also observed in texts. These varied realisations
can be found to occur with conjunctions, particles and postpositions. It is quiet tricky for the tool
to decide the tag for the variations of a token which occurs for the first time in given data. to
(conjunction), aur (conjunction), san (particle), bAki(conjunction) etc. are carriers of this feature.

Some examplar realizations for these words are mentioned in the table 31 below:

Table 31 Different Realizations of the Bhojpuri words

S.No. | Word Gloss Realization | Realization | Realization | Realization
1 2 3 4

1 ENED coordinating TR

conjunction

(bakr) (bAKir)
2 T (to) subordinating | & (ta) T (tA)

conjunction

3 H(san) dafault particle £ 1 (Sa~M) 7 (sa)

4 AT coordinating o (a) 3 (aa) A3 (au)




124

(aur) conjunction

5 T nsegation T2t (nahl) | TR (nAhi) | AR =

particle
(nahim) (nA~Mhi) (naikhe)

From the above table, we infer that the first example of bAki can be realised in two ways, bAKki
and bAKkir referring to just one entity. Similarly, example two shows three realizations of to
namely to, ta and tA, all functioning as the subordinator in a given sentence. Third point for san
also has three realizations as san, sa~M and sa which is a delfault particle. Last two examples for
coordinator and negations are found to be realized in four to five ways. aUr for ‘and’ has three
more forms as a, A and au except aUr sand the final negation has been realized in five different
word forms as nAhIM, nahl, nAhi, nA~Mhi and naikhe which stands for the sense of complete

negation, formed out of the stem word nahi ‘no’ in Bhojpuri.

3.5.1.6 Tagging inconsistency

Thoug much part of data was tagged using ILCIANN, some initial sections were tagged
manually in first two files from blogs. The manual tagging sometimes encounter some typo
errors. There were some similar errors found after the first validation of the data which were
noticed during the testing session. The tagger report included such errors by generating classes
for them. These were enlisted which lead to the second fold of validation of the annotated data.
Some of the tagging inconsistency has been mentioned in the table 32 below:

Table 32 Inconsistent tags

Incorrect | Correct
Tagging Inconsistency Tag Tag
1| CC_CCD_CC_CCS_CC_cCD_V_VAUX_V_VM CC_cCD |cCC_CCDh
21J._V_VM_V_vM V_vM V_VM
3 | PSP_V_VAUX_V_VAUX vV_VAUX |V_VAUX
4 | RD_RD_PUNC RD RB
5| PSP_RD_RPD_RP_RPD RD RPD |RP_RPD

The present table shows the typo errors like cCD for CCD, VAUX for VAUX etc. these has been
cross checked and the validated before the further process of the training of the tagger started.
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4 SVM BASED BHOJPURI TAGGER

4.1 BHOJPURI AND SUPPORT VECTOR MACHINE

The present tagger is the first statistical tagger for Bhojpuri with a representative annotated
corpus and tagging scheme following national standards for Indian languages. As already
discussed in the introductory chapter that some work is in progress in universities like 11T BHU,

Wardha and others but no significant result or module has yet appeared

4.1.1 Why SVM

Indian languages are morphologically rich. This property demand for such a tool which is
flexible enough to handle the morphological complexities of the language. So far, SVM has been
proved to be an efficient device with its variant, for resolving different kinds of issues like
quadratic programming, optimization problem, problem of dual form, soft margin approach for
the problem of mislabelled examples, and many more. The relative success history in most of
these areas and achieving high accuracy for European as well as Indian languages like
Malayalam and Bangali (ranging between 86 to 90%) draws the researcher’s attention to take
this as the training model for the Bhojpuri corpus.

4.1.2 Efficiency of the tagger

All higher levels of application demands Parts-of-Speech or knowledge base as first steps to
proceed with more complex data. At this level, the automatic Parts-of-Speech tagger used, must
be very flexible and should be performing equally well on both qualitative as well as quantitative
scales. The usefulness of a tagger is calculated in terms of its accuracy and efficiency. Support
Vector Machine is capable of producing the accuracy result of 97.11 % and 97.24%, for Wall
Street Journal Corpus for English, as reported in Giménez (2006). The LEXESP Spanish Corpus
of 106 k words also found to have similar accuracy with the WSJ one. (as cited in Giménez and
Marquez, 2006).

Because of such convincing results, it has also had its spread over Indian languages where the
Dravidian language Malayalam and an Indo Aryan Bengali were trained. The initial accuracy
results for both the languages were ranging between 86-89% for the former language and

reached 86.8% for the latter. Currently, along with ‘Bhojpuri’ some other languages like Hindi
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and Odia are also being tested for the suitability of the model. These experiments are running by
the NLP practitioners at JNU, there are no related publication yet as the experiments are in

progress.

4.2 DESCRIPTION OF THE TOOL

The tagger presented in the study was introduced for English by Jesis Giménez and Lluis
Marquez in the 4th International Conference on Language Resources and Evaluation (LREC
2004) at Lisbon, Portugal. The work entitled SVMTool: A general POS tagger generator based
on Support Vector Machines. Since then, the tool has witnessed several revisions within the sap
not two years and the detailed manual for using the tagger can be seen in the volume 1.3,
released in 2006.

Giménez and Marquez (2006) states in their manual that the study has been developed under the
partial sponsorship of Spanish Ministry of Science and Technology (MCyT’s projects), European
Commission, and by the Catalan Research Department (CIRIT’s consolidated research group).

And the C++ version of it is freely downloadable at “http://www.lsi.upc.es/~nlp/SVMTool/”.

4.2.1 Property of the Tool

The tagger is said to have the following properties, as mentioned in Giménez and Marquez
(2006) :

1) The tool has very simple configuration and installation procedure. Training of the tagger
is comparatively easy and has very few parameters to fix.

2) It is flexible at defining wider feature pattern and justifies with the shape and size of the
context.

3) It is a robust machine which allows sentence level analysis and other strategies. The soft
margin learning algorithm by tuning the parameter C is introduced. The soft margin
classification utilizes the following equation

{z:<w,z>+b=0} (i)
Soft margin can be understood as a variant of optimizations problem where the parameter
C is used to balance the margin maximization and errors occurred in training as shown in

the following figure 9.



127

® Datafrom class 1
0 Data from class 2
a® Supprot Vectors
Equation for hard margn
wxb=0
Equation for soft margin
z<w, 2= th=0

Figure 9 Soft Margin vs. Hard Margin
4) The ability to learn with very limited language data accounts for its portability. It is a
semi-supervised machine and does not require full-fledged knowledge of language prior
to the training.
5) SVM can work accurately in indefinite feature space with similar level of accuracy.
6) The use of linear kernel helps accelerating the tagging speed of the present Perl prototype
tagger to 1500 words per second and the C++ version with the speed of 10,000 words per

second.

4.2.2 Design of the tagger

The tagger has been designed to have three main components SVMTlearn, SVMTagger and
SVMTeval. These components responsible for creating model file for the training data, tagging

the test files and evaluation of the results obtained by the tagger, respectively.

4.2.3 Tagger Models

So far, the SVM has been tested for five different models with slight but noticeable differences.
The models implemented, are named 0 to 5 which stands for the features contained in them

(Gimenez, 2006). These models are as follows:
1. Model 0- This is the default model trained on one pass scheme. This is a unidirectional
tagger which tags either in left to right or right to left direction. Being a one pass, the

tokens not disambiguated in advance remains ambiguous.
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2. Model 1- This disambiguates the unseen context of the previous text. Hence, known as
the second pass schema.

3. Model 2- The POS features are not the concern of this model. Working on the one pass it
calls for the second pass to review the tagging results.

4. Model 3- This considers the unambiguous words from the annotated corpus for training
the tagger.

5. Model 4- This handles the errors caused by the unknown words. This is done by creating
different folders and generating dictionary. Before tagging the tagger looks into the
dictionary and the words found in any folder but not in the rest of the corpus are marked

unknown.

4.2.4 Configuration

There are many options like verbose, sliding windows and feature sets etc. For more on this
please visit Giménez*®®. The verbose throughout the experiment, was set as medium throughout
the experiment. The tagger was set to perform a two pass, unidirectional tagging from right to
left.

The tagger employs different tagging strategies at different tagging levels like strategy for
running in one or two pass, choosing the direction for the tagger, filtering out thresholds for
known and unknown tokens, prediction of POS to be tagged, backup lexicon, lemma lexicon etc

as part of internal process done by the tagger, as the tagging continues.

4.2.5 Format of the data

The training data is formatted as one word per line/sentence. This column wise data setting
further contains the tag in the second column and metadata or other relevant information (if
necessary) in next following columns. The sentence boundary markers and symbols are also
treated as unambiguous tokens. Both the columns of the content word and tag (including other
columns, if present) must be separated with a single space in between. Taking example of a

sentence from the data itself, we get the following setting:

% ibid
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Exemplar sentence: &TaT 39eiT ATSHIET WX I FD el

Gloss: loge oponi maibtakPa kPatire bohute kug*e korela

Free translation: Speakers of the language do a lot for preserving their mother tongue

Formatted form:

o9 N_NN
39«1 PR_PRF
ArSHTET N_NN
@rfer PSP
g RP_INTF
$& QT_QTF
HLTV_VM

In the following example, the first column contains words tokens from the exemplary Bhojpuri
sentence, the tag for each word makes the second column and the gloss of the words in English is
written in the third column which may not necessarily present. The unannotated test file has to be
formatted accordingly because the tagger processes the tokens sentence by sentence in a linear

fashion.

4.2.6 Tagger Architecture

The tagger under development has the following system architecture.

Text
1.
| Tokenizer |

iR

SWvI Tool

-

| Detolkenizer |

A

Figure 10 Tagger Architecture
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The tagger under development has the following system architecture. The string of sentences
from the corpus is the input to the tagger which processes the input at three levels, tokenization,
tagging and detokenization. The input data is first sent to the tokenizer where each sentence is
broken into its tokens. The tagger processes tokenized data and the tagged output is sent to the
detokenizer. The detokenizer here conjoins all the tagged tokens, back to the string and the
output is generated. The codes to tokenizer and detokenizer were written in java and the tagger
has been hosted in the ‘jsp’ format on the cloud. The tagger trained in the present experiment can
be found on the website of Sanskrit website wunder the given web link

http://sanskrit.jnu.ac.in/bhopos/index.jsp

4.3 TRAINING THE TAGGER

The validated and annotated corpus serves as the training model for the tool. The 90k annotated
corpus of Bhojpuri as mentioned in the previous chapter (3) is the input upon which the model
file has been created. The assistance for the training section has been extracted from the SVM in
C by Vapnik which was implemented by Thorsten Joachims for training the models (as cited in
Giménez®"). The training process is part of SVMTlearn module, as in this the tool learning is
going in form of creating a model file of further tagging/testing.

The experiment was carried out in two phases. The first phase was trained upon the model file of
30k with exactly 30,391 tokens. For the second phase, the training was extended to 90k with
89,997 tokens with the modified tagset described in the previous chapter. The training set
includes miscellaneous data from all five domains. The gold set was created out of the training
set after undergoing three further manual revisions for making it error free. The training set
covers wide range of disciplines for the robustness of the tool including four sets of 1000
sentences from blogs and 2 sets from miscellaneous domains. The time taken by the tagger for
training of 90k tokens was much higher than took for tagging a set of file, as the tagging was
done in just a few seconds. The model file has been trained in both the directions for whole
training data. After the completion of the training process the tagger displays the detailed

mapping of the internal tagger process, which has been attested in figure 11 below:

¥ ibid
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~~~~~ s KNOWN WORDS. .. [MODE # 0 :: DIRECTON # RL) sessssssssnssanss

FEATURE EXTRACTION from = Mome/sanskat/symtool/modelwbno/BHO REY » onto «

Mome/sansknysymiooVmodeis BB HO MO RL SAMPLES =

e 10000, ... 20000..........30000......... 40000, 10000, S989T WORDS [DONE]

MAKING MAPPING from </home/sansknt/symicoVmodels/bho/BHO MO RL SAMPLES> . [DONE)

FILTERING MAPING (minfreq = 5 .. maxmapsize = 10000)

WRITING MAPPING <moma/sanskri/svmtoolmodelsbhVBHO MO RL SAMPLES MAP»  [FREQ » 9) | [SIZE » 9655) [DONE)
10000 20000, ... 30000 A0000 . MAPPING DATA FEATURES from

«MomesanskatsvmicoVmodes/bhoBMO MO RL SAMPLES* 10

«Mome/sanskrt/svmtoolmodels/bho/BHO MO RL SAMPLES DSF> 44796 [DONE)

LEARNING S8VM MODELS... [C=0)

LCC_CCD.CC_CC8.CC_cCO. DM_DMD. DM_DMI.DM_DMQ. DM_DMR, JJ. N_NN. N_NNP N_NST PR_PRC. PR_PRF.PR_P
Rl PR_PRL PR_PRP PR_PRQ PSP QY_QTC QT_QTF.QT_QTO RB RO, RO_ECH RO_ECH_B RD_PUNC RO_RPD RO_
UNK RP_CL RP_INJ RP_INTF RP_NEG RP_RPD.V_VAUX V_VM V_vAUX V_vM [DONE)

BENCMMARK TIME: 60 0000
rereaarsaanie UNKNOWN WORDS... [MODE = 0 . DIRECTON = RL] sewsmssmmssssnns

FEATURE EXTRACTION from « Mome/sanshrt'svmicomodels/bho/BMO REY = onto «
fhome/sanskrtsymiooVmodels/Hho/BHO UNK MO RL SAMPLES »

....10000... 20000...........30000.......... 40000 50000..........60000...... 70000........ 80000 ...80997 WORDS
[DONE)
MAKING MAPPING from =</mome/sansknt/symiooimodes/bho/BHO UNK MO RL SAMPLES~. [DONE)
FILYERING MAPING (minfreq = 5 . maxmapsize = 10000)
WRITING MAPPING «momesanskrisymtoolmodels/bho/BHO UNK MO RL SAMPLES MAP» | [FREQ = 5] | [SIZE = 1262)
[DONE)

MAPPING DATA FEATURES from </nome/sanskntsvmtoolmodels/bho/BHO UNK MO RL SAMPLES> 10
<momefsanskntavmtoolmodes/hoBHO UNK MO RL SAMPLES DSF». . 2402 [DONE)
LEARNING SVM MODELS . [C = 0)

CC_CCO.CC_CCS DM_DMD, DM_OMI OM_DMQ. OM_DMR, JJ. N_NN, N_NNP_ N_NST PR_PRC PR_PRF PR_PRI PR_P
RL PR_PRP_PR_PRQ. PSP .QT_QTC QT_QTF. QT_QTO RB RD_ECH RD_RPD. RD_SYM RD_UNK RP_INJ RP_INTF RP
NEG. RP_RPD..V_VAUX.V_VM.V_VAUX_V_vM [DONE]

BENCHMARK TIME: 4 0000

READING MAPPING FOR KNOWN WORDS. «/Mome/sanshrt/svmtoolmode/bhoBHO MO RL SAMPLES MAP »

READING SVM-MODELS FOR KNOWN WORDS

CC_CCD. CC_CCS CC_cCD .OM_DMD. DM_DMI, DM_DMQ. DM_DMR_JJ, N_NN N_NNP_N_NST. PR_PRC PR_PRF.PR_PR
LPR_PRL PR_PRP PR_PRQ. PSP QT _QTC QT _QTF QY _QTO RB, RD. RD_ECH RO_ECH_B. RD_PUNC RD_RPD RD_U
NK. RP_CL RP_INJ RP_INTF_RP_NEG RP_RPD. V_VAUX V_VM V_VAUX V_WM [DONE)

MERGING MAPPING and MODELS FOR KNOWN WORDS. .

WRITING MERGED MODELS FOR KNOWN WORDS. . </nome/sanskrt/symiooVmodels/bho/BHO MO .RL MRG>

READING MAPPING FOR UNKNOWN WORDS, . «<mome/sanskivsvmtool/modeis/bho/BHO UNK MO RL SAMPLES MAP >
READING SVM-MODELS FOR UNKNOWN WORDS

CCCCO CC_CCS OM_DMO. OM_DML DM_DMQ OM_DMR . JJ. N_NN. N_NNP N _NST PR_PRC PR_PRF PR PRI PR_PR
L. PR_PRP PR_PRQ. PSP .QT_QTC QT_QTF.QT_QTO. RB RD_ECH RD_RPD. RD_SYM, RD_UNK. RP_INJ RP_INTF RP_
NEG. RP_RPD.V_VAUX. V_VM.V_vAUX.V_WM.[DONE]

MERGING MAPPING and MODELS FOR UNKNOWN WORDS .,

WRITING MERGED MODELS FOR UNKNOWN WORDS, . </noma/sansknt/svmtoolmodeivbho/BHO UNK MO RL MRG»
BENCHMARK TIME: 246 0000

TERMINATION . [DONE)

Figure 11 Training of the model file

4.3.1 Cautions for the training file

Several kinds of errors might remain in the training file after validation and formatting. One has

to be cautious about the proper formatting of the data. Some common errors in the file might
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prove to be a nuisance during the training process. Some of them encountered in due course are

shared below:

No numbering must be put before the word tokens.

e There should be no blank line or extra space between the two line or words/tokens.

e There should be a proper one to one, parallel alignment of words and tags. If the tagger
finds either of the elements missing in a single line, might cause system failure.

e The extra information and columns except the two (for word and token) must be avoided

during training.

4.4 TESTING THE TAGGER

SVMTagger module is synonymous to testing. After the successful training of the model file, the
tagger was set at the task of tagging the test files. The testing is done in two phases- initial testing
and currently running. Testing was done on seen and unseen data for both the test phrase.

The initial testing was done in January on the model file trained with 30391 tokens from blogs
domain. Whole contemporary training set of 30391 was tested as part of seen data (part of
training set). The unseen data (other than the training set) was taken from miscellaneous domain
with 9,863 tokens. This was later on served as the seen data set for the second phase. Current
phase of testing has been running on the model file trained with 90k tokens. The first test file
(seen data) was chosen from miscellaneous domain with 9,863 tokens with 535 sentences and the
second file from politics domain. This data set from politics was also selected for the

comparative study of Hindi and Bhojpuri tagger, which is discussed later in this chapter.

The tagger generated display during testing has been captured in form of screenshot as shown in
figure 12. The time taken by tagger has been noted in fractions of a second. From start up to
tagging to extraction and processing, all done within 1.53 seconds for one file (which is more or

less similar for all test files), as visible in the given figure.
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</home /sanskrit/svmtool /models /bho /BHO.DICT>. ..

< DIRECTION = right-to-left :: MODEL anbilguous context >
(1) READING MODELS (welghts and DLlases) FOR XNOMN WORDS «</home/sanskrit/svatool/
wodels /Oho/BNHO . M0 . RL.MRC
(2) READING MODELS and blases) FOR UNKNOWN NORDS </home/sanskrit/svatoo
L/models /Dho/BHO .UNK MO .RL.MRC>. ..
TACGING < DIRECTION right-to-left »

64 sentences [DONE)

secs
SYM: 2500 secs
PROCESS: 4400 secs

START-UP « TACCING 0.3600 secs + 1.1700 s

Figure 12 Screen shot of the tagger generated tagging display

Tagger tagged files were later on validated manually for the inspection of the type and pattern of
errors generated by the tagger. Though, similar description is also updated by the tagger during
evaluation process, they only allow access to the nature of ambiguity and its classes (the class
tags). Manual validation brings the researcher, directly to the issues and the nature of issue. The
tagging issues are discussed in the following section. These discrepancies are helpful in the

analysis and further development of the tagger.

4.5 EVALUATION OF THE TAGGER

The SVM Tagger’s evaluation of the performance is calculated in terms of the accuracy of the
comparison between tagger generated tagged output and corresponding gold annotated corpus

(Gimenez and Marquez, 2006).

4.5.1 Gold corpus

First of all, the gold corpus is created out of the training set. The gold corpus is a thoroughly
revised training data which account for 100% accuracy (ideal state). The gold corpus created in
this experiment, went through two fold validation of the training sets and evaluated in the
following stages:
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Test result evaluated for seen data (part of training set) in the initial phase (eval A,
hereafter).

Test result evaluated for unseen data (other than training set) in the initial phase (eval B,
hereafter).

Test result evaluated for seen data (part of training set) in the current phase (eval C,
hereafter).

Test result evaluated for unseen data (other than training set) in the current phase (eval
D, hereafter).

4.5.2 SVMTeval
The next module ‘SVMTeval’ stands for the evaluation of the tagger generated output. SVM is

capable of producing a detail analysis of the result obtained. The evaluation result has been

divided in various sub sections like tokens and their accuracies, accuracy as per level and class of

ambiguity, overall accuracy etc. These are as follows:

a)

b)

d)

The first section is a simple listing of different kinds of tokens including known,
unknown, and ambiguous and their accuracies followed by the total no. of hits and trials
for each known and unknown class of tokens.

The second section is the accuracy calculated ‘per class of ambiguity’. The tagger, here,
constructs classes for levels of ambiguity depending upon the hits and trials attempted by
the tagger. These witnessed a shift in the ambiguity ratio as moving from one level to
another. The ambiguity as per the level, postulated 6 classes for both the sets tested in the
current phase.

Next section is about ‘accuracy per class of ambiguity’. This entails a detailed
classification of the ambiguous tags. There are 222 and 230 classes postulated by the tool
for unseen and seen test set, respectively. More about it will be discussed in the next
section 4.5.2.1.

This second last section is labelled as ‘accuracy per Parts-of Speech’. This gives a
description of average accuracy acquired by tagger for each and every tag.

The last section is the announcement of the overall accuracy achieved by the tool for the

present test sets.
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Tagger generated evaluation report has been enlisted in the appendices, at the end of the

dissertation.

4.5.2.1 Accuracy as per class of ambiguity

For SVM tool, the ambiguity reported by the tagger is inversely proportional to the complexity in
morphology. Indian languages are rich in morphology as compared to English. Giménez and
Marquez (2006) also confirms to the hypothesis that morphologically rich languages are found to
have lesser degree of ambiguity as the SVM Tool trained as part of their study claimed 93.91%
ambiguity for Wall Street Journal, corpus of English and 95.04% for LEXESP, corpus of Spanish

language.

The ambiguity classes are formed considering the possible tags given to each word token. A list
of all unique ambiguity classes can be found in appendices on the basis of which these classes

are further classified into the following categories:

(i) Major classes: The major class in this categorization includes all unique classes of
ambiguity found in all the evaluation reports generated by the tagger. They are 263 in
numbers, at the present stage. A list of all ambiguity classes can be found from

appendices.

(i) Classes with erroneous tags: The annotated corpus is semi-automatically tagged corpus
with manual validation. Therefore, it is quite possible to have some typo errors like
misspelled tags, as N_NM for N_NN i.e. tag for a common noun. There are five such
inconsistencies found with a total of only nine occurrences in both the tested data sets.

The inconsistent tag list has already shown in section 3.5.1.6 in chapter three.
(iii)Classes with single tag: This class includes all tags as presented in the POS tagset.

(iv)Classes with two tags: This includes those words which have at least two possible tags.
Let say, any word which functions both as a noun and a verb will fall in this category. For
example, CC_CCD and V_VM will refer to the words which occur both as a coordinator
and a verb in Bhojpuri. ‘aa' in Bhojpuri means ‘and’ when used as a conjunction and in

verbal sense it means ‘to come’.
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(v) Classes with three tags: Similarly, words with three possible tags are listed under this
category. For example, PSP, PR PRQ and N _NNP. Bhojpuri ‘ke’ can function as a
genitive ‘oke’, interrogative (+ gen) ‘ke (+ke)” where the first ke means ‘who’ and the
second ke gives a genitive meaning. And third ke is a proper noun. It can be initial of a

name like ‘ke srivAstava' etc.

(vi)Classes with more than three tags: This category ranges up to maximum six possible
function tags for a given word/token as listed by the tagger. Though no such instances

noticed during manual annotation. Up to four usage can be accounted from the corpus.

4.5.3 Evaluation of the Tests

The experiment was done in two phases, as mentioned in the beginning of this chapter.
Currently, the tagger has been trained on the model file of 90k tokens. The accuracy of the tagger
was calculated in four stages for both the testing phases namely, eval A and eval B for the 30k
model file; and eval C and eval D for 90k model file (as already mentioned above). On the basis

of tests, following results have been found:

4.5.3.1 Evaluation of the first phase (model file with 30k tokens):

The initial phase of the experiment was conducted in January of 2015 with 30k trained tokens.
The tagger was tested on the seen data (part of training set) with 30,391 tokens and unseen data
(other than training set) set with 9,863 tokens. Tested files were evaluated on the gold corpus

created out of the tested data after validation. This leads to the following accuracy results,

45.3.1.1 Test result evaluated for seen data (part of training set) in the initial phase
(eval A, hereafter).

The tagger tested on set of 30k tokens was found to have all known and no unknown token.
There were 13619 ambiguous tokens which makes 41.8% for the test sample. Based on token
results, the tagger showed the MFT results of 91.8%. The overall accuracy reached 87.3910%

with the average ambiguity of 1.8 tags per token. As can be inferred from the table below:

Table 33 Test result for seen data of 30k tokens (initial phase)

Tagger

Known | Unknown | Ambiguity | MFT Output
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Total Tokens
(30391) 30391 0 13619 27912
Accuracy (%) 100 0 41.81 91.84 87.39

The mentioned accuracy result is supported by the screenshot for the same, taken at the time of

testing (see fig. 13).

* testset (predicted) =

[/home/sanskrit/svmtool/bho.eval]

EVALUATING </home/sanskrit/svmtool/bho.eval> vs. </home/sanskrit/svmtool/bhogold
.txt> on model </home/sanskrit/svmtool/models/bho/BHO>. ..

.......... 30000...30391 tokens [DONE]

30391

= 1.8144 tags per token

= 100.0000% --

N

#MFT baseline

{ §§Q§Efit-Thtnkantre-MSTe:—/svmtqgl/btns l

30391 / 30391
e / 30391
13619 / 30391
27912 / 30391

0.0000% -->
44.8126% -->
91.8430% -->

= OVERALL ACCURACY ssscassssssssssssssssssssssssssssssssssssns

TRIALS ACCURACY

87.3910% 91.8430%

Figure 13 Screenshot of test on 30k seen data

453.1.2 Test result evaluated for unseen data (other than training set) in the initial
phase (eval B, hereafter).

The tagger tested on unseen data of 9,863 tokens, which was found to have 7724 known and

2139 unknown token that makes 78.3% and 21.6 %, respectively. The ambiguous tokens in the

set were 41.62% with 4105 ambiguous tokens. The MFT, based on this the tagging description,

was calculated to be 68.2% with the average ambiguity of 7.8 tags per token. The overall

accuracy for unknown data was found to reach 74.24%, as shown in the table below:

Table 34 Test result for unseen data of 10k token (initial phase)

Tagger

Known | Unknown | Ambiguous | MFT Output

Total Tokens
(30391)

7724 2139 4105 6734
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Accuracy (%) 78.31 21.68 41.62 68.27 74.24

The mentioned report is supported by the screenshot for the same, taken at the time of testing
(see fig. 14)

* testset (predicted) = [/home/sanskrit/svmtool/bhotest.out)
EVALUATING </home/sanskrit/svatool/bhotest.out> vs. </home/sanskrit/svmtool/bhog
old.txt> on model </home/sanskrit/svatool/models/bho/BHO>, ..

.9863 tokens [DONE]

zzzs=z== TAGGING SUMMARY

#TOKENS 9863
AVERAGE AMBIGUITY = 7.8146 tags per token

FUNKNOWN = 21.6871%
#AMBIGUOUS 41.6202% --
seline 68.2754% --
OVERALL ACCURACLY ssssssssssssas

sanskrit@sanskrit-ThinkCentre-M57¢:~/svmtool/binsS l

Figure 14 Screenshot of test on 10k unseen data

From the above section we infer that the overall accuracy of the tagger during initial testing
phase was 87.3 % for the known set of data which was reduced to 74.24 % for unfamiliar or
unknown data set. This fall in accuracy is due to the increased number of unknown token in the
file. Where the first set had no unknown token the later set encountered 2000 approx. unknown
tokens. A decrement of 0.2% was noticed in the ambiguity. The ambiguity for the seen data was

reported to be 41.8 % which was reduces to 41.6 % for unseen data.

The limited training data at this level, results in higher degree of unknown tokens for the test set
which has been overcome, to some extent, in the next phase. Therefore, from the above
calculations we get that the accuracy for the SVM based Bhojpuri tagger was, initially, 87.39%.
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4.5.3.2 Evaluation of the current phase (model file with 90k tokens):

45321 Testresult evaluated for seen data (part of training set) in the current
phase (eval C, hereafter).

The tagger in the current phase was, firstly, tested on sample of 9,863 tokens selected from
among the training set. As a result, there were all known and no unknown tokens found on
testing. There were 5057 ambiguous tokens which makes 51.2 % of the test sample. Based on
token results, the tagger showed the MFT results of 94.24%. The overall accuracy was calculated
to be 88.6242% with the average ambiguity of 1.7 tags per token. The same has also been

mentioned in the table below:

Table 35 Test result for seen data of 10k tokens (current phase)

Tagger
Known | Unknown | Ambiguity | MFT Oputput
Total Tokens
(30391) 9863 0 5057 9295
Accuracy (%) 100 0 51.27 94.24 88.62

The above mentioned test result is supported by the screenshot for the same, taken at the time of

testing (see fig. 15)

VALUATING </home/sanskrit/svmtool/bho.eval> vs. <fhome/sanskrit/svmtool/bhogold
txt> on model </home/sanskrit/svmtool/models/bho/BHO>...
9863 tokens [DONE]
TAGGING SUMMARY

9863
1.7249 tags per token

100.0000% -- 9863 / 9863

0.0000% --= 0 / 9863
51.2724% --> 5057 [/ 9863
94.2411% --> 9295 [/ 9863
OVERALL ACCURACY

TRIALS

Figure 15 Screenshot of test on 10k seen data
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45.3.2.2 Test result evaluated for unseen data (other than training set) in the
current phase (eval D, hereafter).

The sample data for this section was chosen from the politics domain. A set of 105 sentences
with 1967 tokens have been tested upon. There were 1698 known and 269 unknown tokens
evaluated to make 86.3% and 13.6% in the sample, respectively. 43.1 % of ambiguity was
noticed with 849 tokens and the MFT result was 87.3920%. The overall accuracy reached
87.3920% with the average ambiguity of 6 tags per token. Same can be inferred from the table

below:

Table 36 Test result for seen data of 2k tokens (current phase)

Tagger
Known | Unknown | Ambiguity | MFT Output
Total Tokens
(30391) 1698 269 849 1574
Accuracy (%0) 86.32 | 13.67 43.16 80.02 87.39

The mentioned accuracy result is supported by the screenshot for the same, taken at the time of

testing (see fig.16 )

VALUATING </home/sanskrit/svmtool/bho.eval> vs. </home/sanskrit/svmto
.txt> on model </home/sanskrit/svmtool/models/bho/BHO>...
....1967 tokens [DONE]

TAGGING SUMMARY

aty 1967
VE

RAGE_AMBIGUITY 6.0005 tags per token

EKNOWN 86.3244% - -

FUNKNOWN 13.6756% --

I 43.1622% --

BHMFT baseline 80.0203% -->
OVERALL ACCURACY

TRIALS

Figure 16 Screenshot of test on 2k unseen data

4.5.3.3 Results Obtained
The above evaluation reports that the tagger when tested for the seen/familiar data in the initial

phase, showed the accuracy result of 87.3% which was improved to 88.62 % in the later stage.
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The average ambiguity of 1.8 tags per token at the initial phase was found to have reduced which

currently is 1.7 tags per token.

When tested with unseen data which is new to the tagger in terms familiarity, the result showed
considerable improvement in the accuracy. The accuracy was 74.2 % in the beginning which
later on rose to 80.02 %. With this increase in the accuracy the ambiguity ratio also decreased
from 7.8 to 6.0 tags per token. This fall in the ambiguity, is may be because of the nature of data

as the data was selected from different language domains.

Along with the increasing number of tokens in the training file, the ambiguity ratio also
increased. The ambiguity for seen data in the earlier stage was calculated at 44% which gradually
increased to 51% in the later experimental phase and the ambiguity for unseen data was 41%
which was found rising to 43%. This is so because of the comparatively small data sample. With
the increase in the no. of sentences in the data the language complexity also increased and as a

result of which the ambiguity per token was found getting high.

Therefore, on the basis of the calculations made above, the overall accuracy of the tagger is
88.62% with the ambiguity ranging between 7.8 to 6.0 tags per token which is quite convincing
at this stage of evolution of the tool.

4.6 TAGGER BASED TAGGING ISSUES

Unlike manually tagged data, the tagger generated output reveals some types of errors occurring
throughout the data. Some of the errors shows a definite pattern, some occur due to the
ambiguous nature of the tokens and others are random error. All the errors has been listed down

and classified into three different error types:

4.6.1 Pattern based errors

There are some errors which follows a certain pattern. Verb series and conjunct verbs are the two

major components of this error type. The patterns for both the constructions are:

4.6.1.1 Error Pattern for Verb series

Tagger very often tags the verbs incorrectly. One of the most repeated error is with the auxiliary ‘b4°. bA

appears either as the only auxiliary or as the last auxiliary in a Bhojpuri sentence, depending upon the
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sentence construction, but it has been tagged as a main verb in almost all the cases. Some of them are

given below:

Table 37 Error pattern for serial verbs

S.No. |Token Gloss Erroneous Tag |Correct Tag
1[31T (gayA) go N_NN V_ VM
g (hai) be V_VM V_VAUX
2|deT (ban) make N_NN V_ VM
&L (Kar) do V_ VM V_VAUX
3|er@em (dAkhilA) |admission [V VM N_NN
o (le) take PSP V_VM
el (sakeleM)  |can V_VAUX V_VAUX
4|fer@er (likhle) write V_VM V_VM
G be V_ VM V_VAUX
5|fcEel (dihal) give V_VAUX V VM
Irsel (gail) go V_VAUX V_VAUX
ar (bA) be V_VM V_VAUX
6let (le) take V_VAUX V VM
Tl (call) walk V_VM V_VAUX
7]emerd (IAgat) feel V_VAUX V_VM
ar (bA) be V_VM V_VAUX
8[ad (karat) do V_VAUX V_ VM
{geolel (rahalan) live V_VM V_VAUX

Table 37 above contains the examples of verb phrases with the token in the first column, the
gloss of the token in the second column, the incorrect tag in the third column and the potential
correct tags in written the final column. In first two examples, the main verbs of the phrase are
tagged incorrectly as nouns as a result of which the next following verb (an auxiliary) was tagged
by the tool, as the main verb. 3 stands for both the pattern for serial verb and the converbs. In this
example the postposition tag for main verb is due to the ambiguity of the token, le is both a
postposition and verb in Bhojpuri. The final auxiliaries in 4, 5, 6, 7 and 8 are consistently
marked as main verb and vice a versa the main verbs in 5, 6, 7and 8 are provided with the

auxiliary tag.

4.6.1.2 Error pattern for conjunct verbs
The next error pattern is found for conjunct verbs. Conjunct verb is formed with the combination
of two categories, noun and the verb. The first counterpart should be given a noun and the second

must be a verb (main verb) tag. But the following has been incorrectly tagged by the tool. The
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tool identifies the first counterpart as the main verb and following this, it tags the second

counterpart of a converb as an auxiliary verb, examples for this has been tabulated below:

Table 38 Error pattern for conjunct verbs

S.No.  [Token Gloss Erroneous Tag |Correct Tag
1{93 (pIDxe) pain V_ VM N NN
aa (debe) give V_VAUX V VM
2|erf@er (dAkhilA)  [admission [V VM N_NN
o (le) take PSP V_ VM
Thel (sakeleM) can V_VAUX V_VAUX

From table 38, the correct label for first example should be given as a noun followed by the main
verb which has been incorrectly tagged as main and auxiliary verbs. These pattern based errors
are quite big in numbers for Bhojpuri (as these are inherent features of Indian languages) but not
so trivial. These types of errors and the errors caused due to the ambiguity of the token (see next
sub-section) can be overcome to a great extent by proposing linguistic rules for the same.

Emphasis has been laid on this issue in the concluding chapter.

4.6.2 Errors due to ambiguous tokens

A number of errors have occurred due to the ambiguous word tokens. Ambiguous tokens are the
tokens which function in more than one way. This appears to be simple process for a human
analyst but for a machine to understand the correct usage of the token in particular context is
quite difficult. Different levels of ambiguities has already discussed under evaluation of the
tagger. Some examples of such tokens which causes the system failure are explained with the

help of the table, given below:

Table 39 Errors due to ambiguous tokens

S. No. |[Ambiguous Tokens Meaning 1  |Expected tag 1|Meaning 2 Expected Tag 2

1{gTel (hAl) state N_NN recently (temporal) |N_NST

27wl (yogl) saint (noun)  |N_NN saint (adjective) 4]

3 %ﬂ (hindu) Hindu (noun) |N_NNP hindu (adjective)  |JJ

4)shdeTT (kawanA) who PR_PRI which DM_DMI

51 (kI) genetive PSP to do (verb) vV VM

6|etaeT (leval) take (verh) V_VM level (noun) N_NN

S5 (AT (ho) S5 (jAl) will betaken [V VAUX  |will be levelled |V VAUX V_VAUX

7(e (1A) for PSP bring V_ VM

83T (A) and CC_CCD to come V VM

9|38T (uhA~M) there N_NST him/her PR_PRP
10|30 (ohijA) there N_NST him/her PR _PRP
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The above table explains the ambiguous tokens which often cause disturbance to the tool’s
performance. 1, in the table, functions as both a common noun and spatio-temporal noun
depending upon the meaning and the context. 2 and 3 appears as a noun in some context and as
adjective in other contexts. 4 is the example of interrogative which can either be an interrogative
pronoun or an interrogative demonstrative, depending upon the environment it receives. If occurs
as a pronoun without any supporting noun phrase after it, it is advisable to tag it as an
interrogative pronoun where as a supporting noun following the interrogative makes it a
demonstrative. Similarly, point 5 explains Bhojpuri kI, functions both as a genitive and a verb,
though verbal use of kI is not common to Bhojpuri but in some cases with a mixed contraction of
Hindi and Bhojpuri, these may be found. In example 1 and 2 the temporal and nominal use of

haal has been exemplified.

[87] 3TTEI/N_NST &I/N_NST &/RP_RPD #H/PSP TAX/N_NN #Healwd/N_NN

HT/PSP Teld/V_VM 3TSRAT/N_NNP gRaR/N_NN /PSP T18e/N_NN /3] TEa/V_VM

Gloss: obohi hals hi mé sarvor métenenss ka falote 3ndzoria parivars ke sart bands rahali

Translation: The website of anjoria was shut due to server maintenance, some times back.

[88] FEIE/N_NNP &/PR_PRQ 3g/DM_DMD gTel/N_NN 8l/V_VM 35a/V_VAUX
aT/V_VAUX

Gloss: kangreso ke the halo ho gailo ba

Translation: Congress is also facing similar situation

Further, two usage of leval, can be observed from 6. First is the noun, meaning * the level or
stage” and second, the verb meaning ‘to take’ as explained with the help of following verbs in
different context. The first JAl means’go’ when attached with leval gives the meaning ‘will be
taken’ and on the contrary the same jAl’go’ when comes along with another auxiliary ho ‘to be’
change the phrase meaning as ‘will be levelled’. Next two points, 7 and 8 chiefly functions as a
preposition ‘lA’ and a co-ordinator ‘A’ but contextual use of the words changes its meaning by

forming verbs out of it, meaning ‘to bring” and ‘to come’ respectively.
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[89] HACI/J) ofael/N_NN ATHTET/N_NN arell/PSP Safarzsi/N_NN /PSP 37e31/1]

TV _VM

Gloss: moalti levalo markettm vali kampanijon se aloge rahe

Translation: Stay away from the companies offering multi level marketing

[90] fRIAT/N_NN STSTRN_NN &/PSP ofad/V_VM J18/V_VAUX

Gloss: kirana bazars se levalo dzai

Translation: The household items will be bought from the grocery store.

Last two examples were not pretty sure till very late. The native Bhojpuri speakers are also
barely able to define this occurrence unless were provided with the example from the corpus.
‘ahA~M’ is a reference term for him in Maithili and ‘UhA~M’ is used for there in many Bhojpuri
varieties but the corpus examples did not fit to the regular usage of the words and meaning was
not clear. Similarly, ohijA is mostly used as a there (place adverb) but some examples disagree
this use. It was then decided after consulting Bhojpuri speaking friends of the researcher and
colleagues that it also accounts for the pronominal, continually. Therefore, primarily it should be
tagged as spatio-temporal nouns (following BIS for adverbs other than manner) and secondly as

a pronoun.

[91] fEeI/N_NN F/PSP &RT/N_NN 95e/V_VM @1/PSP dT6/N_NST 381/PR_PRP

F/PSP fAtT/N_NN 8/V_VM 8a/V_VAUX

Gloss: dile ke daure parala ka bads uha ke nid"ans ho goilo
Translation: He died after he having heart attack

[92] SS/N_NST da/N_NST 38I/N_NST Ig/V_VM A8/ Fo=ATel/N_NN
SITE/N_NN STec/N_NN #1/CC_CCD dfeTd=T/N_NN /PSP ®3thsTec/N_NN A/PSP

TEV_VM ST/ _VAUX RIV_VAUX

Gloss: Joba tobo uha thoharalo uthahs sonnata dzive jontu bha p akfijons ka phoraptorahat
se tut dzato rohe
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Translation: The deep silence of the plae was broken due to the flying sounds of the birds

and animals, every now and then.

In the present examples 5 and 6 above, the pronominal and temporal use of uhA~M has been
shown which makes the last two points the table. All the aforementioned cases are incorrectly
tagged as their second counterparts by the tagger is a given context. Hence, increasing the

number of errors and lowering the taggers performance.

4.6.3 Random errors

There are some more types of error which does not allow any definite pattern and are randomly
occurring errors. Table below contains a list of such errors. Some of them, though being part of

the training corpus, has been incorrectly tagged by the tagger like ‘Delhi’. See more in table 40.

Table 40 List of random errors

S.No. | Token Gloss Erroneous Tag |Correct Tag
1[Ferdel (lutAvell) to over spend 3 V_VM
both palm are joined
for holding something
(fluid or uncountable
315y (anjurl) nouns) AN N_NN
2sR@ma (barisAwe) to rain 3 V_VM
AR (amirit) holy water J N_NN
3|feeel (dilll) Delhi (place name) ~ [N_NN N_NNP
4|3rneRET (aksarhAM) Often V_VAUX N_NST
5/AR (mAr) fight (collocations) V_VM N_NN
€5 (dhADX) N_NNP RD_ECH
6|l (kahiyA) when N_NNP N_NST
7|wEC (farst) first look (collocation) |N_NNP N_NN
& (luk) N_NNP N_NN

The mentioned 1, 2, 5and 7 in the table are extracted fragments from the corpus sentence where 1
says lutAvell anjurl se mean ‘to spend with both hands’, 2 says BarisAwe amirit means
‘abundance of holy water’, 5 and 6 are collocations meaning ‘fight’ and ‘the first look’. Both
tokens in example 1 and 2 are tagged as an adjective which is not correct. But actually, these
tokens must make two phrases, in both the examples. First token should contribute to a verb
phrase with main verb and second, a noun phrase with a common noun tag.

It is impossible to feed the tagger with the complete vocabulary and Proper nouns, in count are

much higher in number as new names, brands, locations etc are being coined every day It is true
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for all the open ended grammatical categories. Point 3 carries one such case, though here, Dilll
being a part of training corpus, tagged incorrectly by the tagger but other pronouns might not be
identified as a proper noun by the tagger unless it is known to it.

Fourth one aksarhA~M means ‘often” and 6 kahiyA meaning ‘when’ annotated as an auxiliary
and a proper noun , respectively, which should have been a part of spatio-temporal noun, in

correct sense.

4.7 COMPARISON AND PERFORMANCE OF HINDI AND BHOJPURI
TAGGER

This section is dedicated to the comparison of the evaluation results of the present Bhojpuri
tagger with the under-development Hindi tagger. Hindi and Bhojpuri shares similar syntactic
structure, though varied morphology. Therefore, the hypothesis made in the beginning of this
work that Hindi and Bhojpuri are related languages and the tagger trained on the same model
must show the similar kind of results for both the languages, has been tested here. The test is
beneficial in the way that it will explain the strengths of the tagger for both the language;
differentiate between the nature and pattern of errors and help analyzing the scope of

development.

4.7.1 Data for Comparison

Data for the present comparison test has been borrowed from the Politics domain. The data
consists of about 100 sentences from Bhojpuri corpus which makes 1,967 tokens. A parallel test
set for Hindi has been prepared on this data by translating the Bhojpuri data into Hindi. Keeping
the sentences constant, the translated Hindi data came up with 2,016 tokens. The idea behind
creating parallel chunk of corpus was to test the results for both the languages keeping the
variables like model of the tagger, length of the data, genre and the test data itself, all constant.
This was done | order to get the difference in the accuracies and feature differences based on the

nature of error, in both the languages.

4.7.2 Hindi Tagger

The Hindi tagger mentioned in this section is under development as part of ILCI project, JNU.
To my knowledge, this tagger has been trained upon the corpus from Health and Tourism
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domain, created earlier as part of ILCI corpus.®® The tagger has reached the accuracy of 94.2%
for the data from the same domain. There might be some fluctuation in the accuracy claimed by
the tagger as the data for the comparison has been taken from another domain namely politics.
This comparative analysis will also be helpful in a way to determine how far, would it be

accurate for the data from the other domains, at this stage of its evolution.

The input Hindi data has been formatted not in tokens but in form of string/sentences. The data
has been tagged by the online Hindi SVM tagger available on the ILCI website with link

‘sanskrit.jnu.ac.in/pos/index.jsp’.

4.7.3 SVM performance on Hindi Tagger

On testing the Hindi tagger with the data from politics domain, translated from Bhojpuri,

following output was obtained:

Table 41 Accuracy result of Hindi Tagger

Tagger
Known | Unknown | Ambiguous | MFT Output
Total Tokens
(30391) 1922 94 1274 1777
Accuracy (%) 95.33 4.66 63.19 83.18 93.20

Above table 41 depicts that for the data of 2016 tokens, the Hindi tagger was able to identify
95% known, 4.6 % unknown and 63% ambiguous tokens which made 1941, 95 and 1286 tokens
out of the total 2016 token, respectively. The average ambiguity was calculated to have 3.8 tags
per token with the tagging based MFT result of 83%. The overall accuracy of the Hindi tagger

for an unknown data set from politics domain was 93.2%

The screenshot of the evaluation result for the Hindi tagger has been provided in the figure 17

below:

% http://sanskrit.jnu.ac.in/Iciann/index.jsp
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EVALUATING </home/atul-thinkcentre/Desktop/Hindl gold token.txt> vs. </home/atul
-thinkcentre/Desktop/Hindi Tag token.txt> on model </home/atul-thinkcentre/pos_t
agger/svatool_v1.3.2/models/Hi/HIN>...

..... 2016 tokens [DONE]

* ================= TAGGING SUMMARY =============s=====s==========================

#TOKENS = 2016
AVERAGE_AMBIGUITY = 3.8229 tags per token

ZKNOWN = 95.3373% --> 1922 [/ 2016
BUNKNOWN = 4.6627% --> 94 | 2016
#AMBIGUOUS = 63.1944% --> 1274 | 2016
#MFT baseline = 83,1845% --> 1677 [ 2016
OVERALL ACCURACY ssssossssssssssssi st sssssssssssssrusnsss
TRIALS ACCURACY MFT
B S i e B B B A L e 0 e e A R e Y i e A e B e
1879 2016 93.2044% 83.1845

Present test also elaborates that the overall accuracy of of Hindi tagger for a particular domain
was 94.2 which was reduced to 93.2 % when tested with the data from another domain. This
difference in accuracy is not so significant as it reports the fall of one percent. This fall was
expected as the tagger is domain specific and the test data was out of that field. This can be
improved upon, in due cource of time by training the tagger with more versatile data. The tagger
is underdevelopment and if it is capable of achieving 93% at this stage, the further development
will bring it to more precise results. The nature of errors found in the data tagged by the Hindi

tagger is discussed in the section 4.7.5 under Comparison of results.

4.7.4 SVM performance on Bhojpuri Tagger

The data from politics domain under unseen data tested by Bhojpuri tagger for 90k tokens, also
makes the input for the present comparison. This data sample of 1967 tokens with about 100
sentences has been translated into Hindi. The tagger based accuracies has already been
mentioned in table 44 under section evaluation of the tagger.

For this part of testing, the Bhojpuri tagger was mentioned to have 87.3% accuracy with 86%
known, 13 % unknown and 43% of ambiguity. The average accuracy was listed to be 6.

4.7.5 Comparison of results

Both Hindi and Bhojpuri taggers are running in their development stage. The Bhojpuri tagger,
being a general domain tagger, requires increasing the data for each domain and making it more

robust one. The Hindi tagger was trained for specific domains with relatively huge number of
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data which is shown by the result itself. This tagger also requires expanding its domains for its

better performance over the unseen data.

When tested for a new domain, both the taggers showed a fall of 1 percent in the overall tagger
accuracy. The new accuracy of Hindi and Bhojpuri tagger for this domain was 93.2 and 87.3 %,
respectively. When compared, the Hindi tagger was found to have 95 % known tokens which
was 86% for Bhojpuri tagger and the ambiguity of Hindi tagger was 63% which was higher than
the Bhojpuri tagger found with 43% of ambiguity. The Hindi tagger having identified larger
number of known tokens is due to the larger corpus data.

Table 42 Comparative results of Hindi and Bhojpuri taggers

Bhojpuri tagger Hindi Tagger

Total no. of sentences 103 103
Total no. of tokens 1967 2016

tokens % token | %
Known 1698 86.32 1922 95.33
Unknown 269 13.67 94 4.66
Ambiguity 849 46.1622 1274 63.19
MFT 1574 80.02 1777 83.18
tagger Output 87.392 93.2044

4.7.5.1 Error analysis of the Hindi tagger

The types of errors made by the Hindi tagger can be divided into the following categories:
47511 Simple Verbs

Table 43 Issues in Hindi tagger for tagging simple verb phrases

S. Transliterati
No. | Verb phrases on Gloss Correct tagging
FEEr\N_NN &V_VM have started | grzr\v_VM
samajhane understandi
1 2\WV_VM lage hain ng TMV_VM 8\V_VAUX
baDhxA dI has been
5 | FENN_NN Z\V_VM gayl hai raised TENV_VM




TE\WV_VAUX 2\V_VM

@V _VAUX
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T\V_VAUX
2\V_VAUX
TMV_VM
FIN_NN STV VAUX
STANV_VAUX 8\V_VM 2\WV_VAUX
being
I\RD_PUNC boll jAtl hai | spoken I\RD_PUNC
FgN\V_VM
FENV_VM TamV_VAUX TMV_VAUX
kahA gayA has been
2\WV_VM hai said 2\V_VAUX
ZN\V_VM
2N\V_VM TamvV_VAUX TMV_VAUX
has
BWV_VM ho gayA hai | happened BW_VAUX
FV_VM T\V_VAUX
FV_VM =1\V_VAUX T\V_VAUX
has been
T2\V_VAUX 8\V_VM jadl gayl hai | done 2\V_VAUX
ATE\N_NN 8\V_VAUX lauTe hain came baack A\V_VM 8\V_VAUX
IEWV_VM
ZIE\N_NN F\V_VM choDx Kar leaving FAV_VAUX
samA gaye
FANN_NN TTWV_VAUX | has sunken | TTV_VM




2\WV_VM

TV VAUX

2\WV_VAUX

152

The verbs have been incorrectly marked for their order of appearance. For example, the verb

samajhane, baDhxA, boll and samA in 1, 2, 3 and 9 in the table, has been tagged as a noun in

place of main verb. The final auxiliary in all the above phrases has been invariably tagged as the

main verb, instead of an auxiliary verb. Similar inconsistency is found with the Bhojpuri tagger

for tagging verbs and the rules has been tried to propound for resolving such errors.

4.75.1.2 Nouns

Table 44 Issues in Hindi tagger for tagging noun phrases

S.
NO. | Noun Phrases Transliteration | Gloss Correct tagging
ArFTAF\N_NN
agressive
1| TON_NN AkrAmak rukh mood STHRAFI TEN_NN
FEa N_NN UEEAEEANN
gairmuslim non- Muslin
2 FZSZAN_NN stuDent student FZSTAN_NN
SaT\N_NN
3 FETTN_NN laMbA rihAyash | long chain FaNJJ TETTMN_NN
T TaRN_NN
political
4 FITAN_NN rAjnaitik bayAr agenda oA TdomJd STITAN_NN
qataer\N_NNP
purvAMcall Organisation
5 | FTETN_NN saMgathan of Purvanchal | THeNIJI FTETN_NN
successful
6 | TFON_NN TEN_NN | ohhal prayAs offort THNJJ TITN_NN
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FHTN_NN

7 | TFEN_NN

bimAr ikAl weak unit

F\II THFE\N_NN

The adjective or modifier of a noun phrase has been incorrectly tagged as nouns in the table
above. This error type is handled well by the Bhojpuri tagger and the modifiers coming before a

noun in a noun phrase or before a verb in a conjunct verb are tagged correctly, in most cases.

Table 45 Issues in detecting noun types in noun phrases

S. | Noun Phrases Transliteration | Gloss Correct tagging
No.
1 | Srigr=enN NN | Domesail kI Ag | wave of SrETEN NN FPSP
domecile
#TPSP AN NN
ATN_NNP
2| HfogiN_ NN slenTI aikt CNT act Y
3 | zwrzr\N_NNP | imtehAnmeM | in ZHZAN_NN HIPSP
examination
H\PSP
4| SEN_NN cinl mileM sugar mills | <N NN AN NN
khullM opened
I \YAYY VALY
gA\N_NN
5 Ta=\N NN kharld bikrl se | related to sale | gfz\N NN
juDxe and purchase
fasfn\N_NN fasfn\N_NN #\PSP

T\PSP [\N_NN

E\WV_VM
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From the above table, we infer that the tagger is tagging most of the nouns, which are unknown
to it, as proper noun and other unknown tokens are tagged simply as nouns. The first rows in the
table are examples of common nouns incorrectly tagged as proper and other two are examples of
unknown words like khullM and juDxe which are clear verbs and if would have been part of the

trained corpus, was expected to be tagged as a variant of verb, but not a noun.

The Bhojpuri tagger also makes such mistakes of tagging a common noun in place of proper and
vice versa, due to the limited training data and the later issue of tagging a unknown token as
noun, is universal for all SVM models. This can be checked by exceeding the length of corpus to
match the like elements in it. One major difference in tagging of the taggers for noun phrases is
that, the proper nouns are tagged correctly by the Hindi tagger which is not the case with
Bhojpuri tagger. The names like sharat candrayAn and dayAnand gauDx are merkek as proper

noun in Hindi and common noun in Bhojpuri.

Verbs like samA (to get mingled), badhxA (to extend), khuliM (to open), juDxeM (to add) etc are
all main verbs in both Hindi and Bhojpuri but the tagger for Hindi identifies it as noun whereas
Bhojpuri tagger perhaps due to the word form samA gail, badhxa gail ,khul gail and juDxa gail

has been tagged correctly as the main verb.

4.75.1.3 Ambiguous tokens

There are a lot of ambiguities found in Indo Aryan languages, as a result of their rich
morphological property. The tokens like kI and par are ambiguous in both Hindi and Bhojpuri
and the tagging accuracy for such tokens, depends largely upon the occurrence of tokens in
particular context. kl has been tagged as a postposition (PSP) by the Hindi tagger and par has
been marked as but by the Bhojpuri tagger because the postposition use of kI in Hindi is much
higher than when used as a verb. Similarly, in Bhojpuri, the coordinator use or par is higher than

the locative/ postpositional par leading to the inconsistent tagging.

4.75.1.4 Other cases
Words like zarur, mukhayatah, bAkl and are tagged as common noun for the first two and verb
for the third token. Where zarur and mukhyatah should be part of adverb as they mean

‘necessarily’ and ‘mainly’ and the third bAkl can have two meanings one as a conjunction
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meaning and /or and secondly, as ‘rest’. Here in the context of conjunction, it has been marked

as verb, which is not a correct tag.

4.7.6 Comparison Result

The Hindi tagger is found to have 94.2 % accuracy for the Hindi data from the trained domains
and the Bhojpuri tagger has been reported to have achieved 88.6 % for the general domain
corpus. On comparing both the taggers keeping dependent variables constant, like SVM model
for tagging both languages, the size of input test data, the domain of the test data, number of
input sentences. Under controlled environment the tagging results of both taggers are found to
have 93.2 and 87.3 % for Hindi and Bhojpuri, respectively. The ambiguity ratio of the respective
taggers is calculated as 63% and 43%. The number of known and unknown tokens is 1922 and
1698 (known); and 94 and 269 unknown, for Hindi and Bhojpuri.

The number of ambiguous tokens and known tokens are higher in Hindi tagger, this might be the
result of bigger training data which facilitates the tool in detecting known tokens. There are 269
unknown tokens encountered by the Bhojpuri tagger which is 2.5 times higher than the Hindi
tagger. This can be reduced by increasing the length of the training corpus and by expanding the
domain of the tagger.

Both Hindi and Bhojpuri taggers are running in their development stage. The Bhojpuri tagger,
being a general domain tagger, requires increasing the data for each domain and making it more
robust one. The Hindi tagger was trained for specific domains with relatively huge number of
data which is shown by the result itself. This tagger also requires expanding its domains for its

better performance over the unseen data.

Both the taggers are encountered with different types of errors like the Hindi tagger is providing
erroneous results for the conjunct verbs, simple noun phrases and adverbs whereas the
problematic cases in Bhojpuri tagger are the cases of proper nouns, compound verbs and
demonstratives and pronominal use of verb. This confusion of demonstratives and pronouns are
handles very well by the Hindi tagger. There is one common error made by both the taggers is
for the simple verb constructions. Both the taggers fail to mark the consecutive verbs (main

+aux+ aux). They often mark the first verb in the series as an auxiliary and the final auxiliary is
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mostly marked as the main verb. Rule regarding the verb and adjectives has been formulated,

which can be found in the next sub section.

4.8 DEVELOPMENT OF THE BHOJPURI TAGGER

The Bhojpuri tagger has been trained upon 90k tokens from the corpus; rest 80K tokens are
under development. Based on the results of the tagger’s accuracy and discrepancy, the further
input training file will be selected. The further training is expected to give a better accuracy
result with the lesser ambiguity classes. Some rules for the major discrepancies of verb and
modifiers are proposed below.

4.8.1 Rules proposed for improvement of pattern errors for Bhojpuri

tagger

The Bhojpuri tagger is a statistical tagger, therefore the rules proposed here can be applied
during the post processing stage to avoid the conflict as well as keeping a check on the
alterations made after the implementation of the rules.

4.8.1.1 Verbs

In languages like Hindi and Bhojpuri, there should be at least one main verb in a clause. Other
verbs in same clause could be ‘main’ as well as an ‘auxiliary’, depending upon the context and
meaning. The standard tagging for verbs in series constructions should be - a main verb followed

by auxiliary (ies) i.e.,
MAIN +AUX +AUX+ and so on

But the tagger generated output in cases of more than one verb in a string, even in simple

constructions; were found to be tagged as

AUX + AUX + MAIN or

MAIN + MAIN or

MAIN + AUX +MAIN (tagger generated output)

Rule -1
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Here, a rule can be proposed for the tool that wherever there is more than one verb in a
sentence/clause and the second verb is not a main verb (or is among the list of auxiliary verbs)
the tagger must tag the first verb in the series as main verb and rest of the verbs as auxiliary

verbs, like:
MAIN +AUX +AUX+ and so on

It is possible to identify the list of auxiliaries present in the corpus and tag accordingly as the
training data is available. Although this rule cannot be generalize for all cases, because there
might be cases of compound verbs where main verb is followed by another main verb. This rule

might not work for such instances.

Except of the linguistic rules, the tagger’s performance can also be improved by feeding it with
more data from the exemplar constructions which improves the performance gradually by
decreasing the number of error for that particular case. This can be applied for adjectives and

other tagging issues also.

4.8.1.2 Adjectives
Both Hindi and Bhojpuri tagger were found to have difficulty in identifying the modifiers of a

noun. The cases of modifiers concerned here is for the simple noun phrase.
The proposed rules for adjective are as follows
Rule- 2

If a word preceding the noun in a noun phrase does not belong to any other categories like
demonstratives, quantifier, classifier and adverb, must be tagged as a modifier. This rule must be
applicable as a noun phrase can have only these preceding elements and other like intensifier,

negation and pronoun, does not occur in this environment.

Rule -3

Another rule for adjectives, can be formed, based on the -/k & -1t suffixes, that it takes. Most of
the adjectives in Hindi and Bhojpuri have —Ik or -1t suffix like sAmAjika, AdhArita,
vyavasAyika, kAlpanika, AdhUnikA, nAitika etc. Therefore, it can be generalised that a word
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ending with -/k and -1t suffix, if not identified as part of any other word category in the corpus,

must be put under the adjectives.

These rules cannot be true for all cases and exceptions to it can be found.
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5 DiscussiON AND CONCLUSION
5.1 DISCUSSION

The present piece of work is an NLP oriented assignment. The objective of the study was to
develop the first statistical tagger for Bhojpuri. For the development of the tagger, it was required
to have a corpus of Bhojpuri, which was not available till date, in full form. Therefore, the study
has been divided into three main units. The first unit deals with the corpus creation for Bhojpuri
at a space where no such annotated corpus for the language is available. The process of corpus
building right from the data collection till the validation and the challenges involved have been
discussed in the concerning chapter. The second unit basically includes the tagging description
for Bhojpuri. The process of tagging, the tagging scheme followed and the detailed guideline for
POS annotation of the Bhojpuri corpus has been presented in this chapter. The last section of this
chapter deals with the challenges met in manual tagging of data and the issues concerning the
decisions undertaken to resolve them. The third unit is the development of the SVM based
statistical tagger for the POS annotation of Bhojpuri. The system architecture, the development
of the tagger by repeated training, testing and evaluation are the major contents of this chapter.
The annotation challenges discussed here are based on observations made on the output result of
the tagger. The final section of the chapter is the comparative analysis of the evaluation result of

the SVM tagger on the parallel data for Bhojpuri and Hindi.

5.2 MOTIVATION OF THE STUDY

The first chapter of the study is self explanatory of the background and motivation of the study.
It deals with the existing works in the field of NLP for Indian Languages, the description of the
POS tagger already trained. The review of Bhojpuri from literary and technological aspect was
presented. One main technological advent was noticed in form of Opus parallel corpus for
Bhojpuri. This corpus was created by Open Linguistics Working Group (OLWG) group of NLP
practitioners, who developed this corpus in a fully automated way. From collection of data to the
corpus cleaning, all was done by the machine. Therefore, the reliability of the quality of its
content is doubtful. There is also a mention of the first POS Tagset already devised for Bhojpuri,

as part of the same project. This section explains the need for developing language resource for



160

Bhojpuri as there is no significant work done in this field and also discussed the SVM (Support

Vector machine) model on which the tagger was trained.

5.3 STAGES OF DEVELOPMENT OF RESOURCE FOR BHOJPURI

The second chapter of this study titled ‘Corpus Creation for Bhojpuri’ began with the description
of the process involved in the corpus creation. The present corpus is a general domain
monolingual corpus with 1.69 lakh tokens and 9,019 sentences which includes six major domains
for the data selection, namely blogs, entertainment, literature, politics, sports and miscellaneous.
The corpus has been formatted according to the ILCI data format and validated using the
ILCIANN tool for corpus validation, developed as part of ILCI project. The corpus data for each
domain in the corpus has been drawn from the web using ILCrawler, developed by
Computational Linguistics group at SCSS, JNU. The crawled data is first cleaned for noises by
using ILSanitizer, where the data compilation, the spelling errors and others were resolved. After
the data cleaning, the formatting and management of data began. This included the process of
manual selection of the corpus data, the compilation of the text file and its formatting according

to the requirement of the tool was done.

‘Annotated Corpus for Bhojpuri’ which makes the third chapter in this dissertation, is the
description of the annotation process. This includes the details about the BIS (Bureau of Indian
Standards) tagging scheme followed and the tagset for the language. The revised version of the
tagset has been produced here with the addition of one tag level category called ‘echo- before’.
The annotation is done both manually and semi automatically using the ILCIANN tool to POS
tagging. The tool and its functioning have been explained inside the chapter, in detail. This
section is followed by the extensive guideline for tagging the Bhojpuri corpus with the do(s) and
don’t(s) for the language, in particular. The inflecting categories like classifiers and particles
have been advised to be marked according to the category of the head word, as this inflected

form of word does not have a clear meaning of its own.

The fourth chapter titled ‘SVM Based Bhojpuri Tagger’ discusses the utility of the SVM model
for resolving different types of classification and optimization problems. This chapter explains
the description of the tagger based on SVM, its property and architecture. This is followed by the
format of the input data, training and the testing of the tagger. The tagger has been trained upon
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the data set of 90k tokens with 5,201 sentences from blogs and miscellaneous domains. The
testing has been done in two phrases. The initial experiment was done with the training file of
30,391 tokens with the tagger accuracy of 87 % which needed improvement due to limited
number of training data. When the training data was increased three times the length of the initial
, presently with 90k tokens, the accuracy of tagger is calculated with 88.6 %. Although there is
improvement of only one percent in the accuracy of the tagger, the tagger tagged output was
found with good result when validated for errors, manually. This ranged between 11 to 16 errors

per 100 tokens with an average of 14.

5.4 CHALLENGES MET IN CORPUS CREATION AND ANNOTATION

The corpus related challenges were presented under the second chapter on corpus building. Some
of the most often found errors in the data included the occurrence of section headers and title of
the report/column as the part of the text. The repetition of headers and word fragments were also
there. Data from other languages written in Devanagari were found in the corpus, from among
which the Hindi data was present in a big number. Some other common errors like multiple
spacing, missing of space between two words and punctuation error were checked during the
validation process. There was an crawler generated issue that is used to skip the numerals written
in Roman. This seemed to be a major fault because the numbers are the carrier of fact or
information like , the number of people, the amount of money, year, quantity, which is necessary
part of a factual report. This has been fixed for the later part other data collection. The genre
specific sentences like lines of poetry, headlines of a news/report are eliminated from the corpus
during the manual selection process along with the other language data. Similar action has been
taken for the unaccepted terminology of the language like slangs and bad terms of addressing.

3

Although slangs and discourse particles like ‘hmmm..’, ‘mmm..’, ‘aaa..’ are part of natural
speech but taking care of the adaptability of the tool, such features are swept out. There are some
common typing mistakes also found in the web data, there are listed among the challenges under
the category of repetition, typo errors and Fragmented words in the corpus. These are verified

and edited throughout the data in order to make it error free.
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The Along with the issues while building corpus, some features of Bhojpuri have also been
described. The absence of ergativity, the use of determiners, the morphological inflections like of

classifiers, and particles were addressed.
The annotation challenges have been classified into two:

» Issues in manual tagging

» Tagger based annotation challenges
Issues in manual tagging

The annotation challenges in manual tagging of Bhojpuri corpus has been dealt as part of the
chapter 3. This includes, first of all, discusses the problem of unidentified tokens like hirao,
rogana- fe/ana, tiketo and rare occurrences like katabjoto etc. Next is the problem with the
dialectal differences, found in languages. Though it was not so big a problem in this case because
the corpus data has been adopted from the authentic web sources which themselves select and
follow a standard of writing for the maintaining consistency on their website. The word like b’a
and san was the main concerns of this issue as these are found only in some variety of Bhojpuri,
particularly, one spoken in Bhojpur region. There are two crucial issues found which are
inherited feature of language. These are the homophonous words and the realizations of one
lemma differently in different context. The homophonous property of a language is always a
point of concern while creating any resource as this results n the increased ambiguity ratio in the
output. The other problem of varied realizations is not found in Hindi. This feature might be
present because of the two reasons, first, language being an oral medium of communication for a
very long time and secondly, the lack of one common standard for Bhojpuri, to follow in the

literary writing and formal engagements.
Tagger based annotation challenges

Apart from the tagging issues faced during the manual annotated, there are some more issues met
in due course of the automatic tagging. These are categorised into three- 1) pattern based errors,
2) errors due to ambiguous token and 3) random errors. The pattern based errors contains list of
those errors which follow a certain pattern. For example, in the present experiment, the error

pattern was found with the verb constructions. The sentences with two or more verbs and
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examples with conjunct verb showed such patterns. In simple verb constructions, the tagger often
tagged the first verb of the series as an auxiliary instead of the main verb and the last verb in the
series was mostly tagged as the ain verb instead of an auxiliary. Similarly, in converbs, the tagger
was very often tagging the first (noun/adjective) counterpart of the construction was incorrectly
tagged as the main verb. The next type of errors was the result f ambiguity. The ambiguity is
defined in terms of the number of tags a token can avail or take. Based on this list of ambiguous
tokens with erroneous tags were presented. The last category was the list of random errors. These
are errors which do not follow any pattern and does not occur because of some definite
discrepancy. Such errors have been listed and will be taken care of during the development

process.

5.5 RESULT OF COMPARATIVE ANALYSIS OF HINDI AND BHOJPURI

The final section of the experiment deals mainly with the comparative analysis of the SVM based
taggers trained for Hindi and Bhojpuri. Our hypothesis was to find and explain the difference of
accuracy results of Hindi and Bhojpuri tagger, their nature of errors and the fluctuation in the
accuracies of the tagger when tested upon a the data set from a new domain. Both the taggers
were found to reduce to 1 percent in their accuracy results. The accuracy of Hindi tagger for the
politics domain was 93.2% and for Bhojpuri it was 87.2%.

On manual validation of the output generated by the tagger, the Hindi tagger was found with
lesser errors than the Bhojpuri tagger. Mainly, verb and adjectives are the concerns for error in
the Hindi tagger and nothing can be said about nouns for certain because for all unknown tokens,
the SVM has invariably tagged it as noun. With Bhojpuri tagger, during validation, the issue of
ambiguity among the pronoun and demonstratives were found. Apart from this the Bhojpuri
tagger is working better for adjectives than on verbs but both the cases are most erroneous in
Bhojpuri too. Therefore, towards the end of the chapter, some rules have been proposed for
handling issues related to verb and adjectives which are to be applied at the post processing stage

of annotation.
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5.6 FINAL RESULT

In a nut shell, the present study is resulted in developing an ‘SVM based statistical tagger’ for
Bhojpuri with the overall accuracy reaching 88.6%. In due course of developing the tagger, the
stages of creating the corpus and annotation of the corpus were dealt. As part of the study, was
developed, a general domain corpus of Bhojpuri with 1.69 lakh words out of which the first 90
thousand words have been annotated for the training of tagger. Therefore, an annotated corpus of
Bhojpuri with 90 thousand words have been created along with the un annotated corpus. The
tagger trained in the study was found to have 88.2% accuracy result on the data from the domain
of the training set and 87.2% for data set from other domains. Therefore the overall accuracy of

the tagger was found to range between 87-88%, at present.

Finally, the comparison of the present Bhojpuri tagger result with the Hindi tagger result shows
that the accuracy of both the taggers were reduced to one percent when tested on a new domain
and the ambiguity was increased. In comparison with the Hindi tagger, more error types were
noticed for the output of Bhojpuri tagger. Apart from all other issues, the issue with the tagging
of verb constructions and the adjectives were most common for both the taggers and rules have
been proposed for the same. The performance of the tagger can be improved with application of
these rules, to some extent and another means to improvise the tagger is by providing it with

more data with the similar construction.

5.7 SCOPE FOR DEVELOPMENT

The technology development for Bhojpuri is a relatively untouched discipline. The corpus and
the tagger introduced are probably among some initial experiments undertaken for the language.
There is lot to discover in this area like the expansion of the corpus, developing domain specific
corpus for Bhojpuri. The higher level linguistic analysis like chunker, parser, etc would be
welcomed as this is a language of a large population. At a later stage, the inclusion of Bhojpuri
MT systems can also be worked upon as there are speaker constantly in touch with the web
sources (by visiting or posting) and who are inclined to get such applications in Bhojpuri which

can be used by them as any other language.
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Appendix A. Tagger generated evaluation report for misc test set (90 k training file)

173

EVALUATION OF TRAINING SET ON GOLD CORPUS OF SAME
TRAINING SET (EVAL B)

| |

* = == = SVMTeval report

* model =
[/home/sanskrit/svmtool/models/bho/
BHO]

* testset (gold) =
[/home/sanskrit/svmtool/bhogold.txt]

* testset (predicted) = [/home/sanskrit/svmtool/bho.eval]

EVALUATING </home/sanskrit/svmtool/bho.eval> vs. </home/sanskrit/svmtool/bhogold.txt> on model

</home/sanskrit/svmtool/models/bho/BHO>...

#TOKENS = 9863

AVERAGE_AMBIGUITY = 1.7249 tags per token

*

#KNOWN = 9863 /
100.0000 | 9863
% -->

#UNKNOWN = 0/9863
0.0000%
>

#AMBIGUOUS = 5057 /
51.2724% | 9863
>
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#MFT baseline = 9295/
94.2411% | 9863
-->
* = == KNOWN vs UNKNOWN TOKENS
HITS TRIALS ACCURACY
* - ———
* —====== known
8741 9863
88.6242%
-------- known unambiguous tokens
4805 4806
99.9792%
-------- known ambiguous tokens
3936 5057
77.8327%
* ===z unknown
0 0 0.00%
*
* = == ACCURACY PER LEVEL OF AMBIGUITY
#CLASSES =6
*

LEVEL

HITS

TRIALS
ACCURAC

MFT
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Y
*_—_ -
1 4805 4806 99.9792%
99.9792%
2 2513 3317 75.7612%
88.7850%
3 1190 1448 82.1823%
88.9503%
4 188 238 78.9916%
86.9748%
5 45 47 95.7447%
97.8723%
6 0 7 0.0000%
57.1429%
* = == ACCURACY PER CLASS OF AMBIGUITY
#CLASSES = 230
*
CLASS HITS TRIALS MFT
ACCURAC
Y
* - ———
CC_CCD 11 11 100.0000%
100.0000%
CC_CCD_CC_CCS 119 119 100.0000% 100.0000%
CC_CCD_CC_CCS_CC ¢cCD_ V.VAUX V.V |6 7 85.7143%
M 100.0000%
CC_CCD_CC_CCS_DM_DMR_RP_RPD 9 10 90.0000%
90.0000%
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CC_CCD_CC_CCS_N_NN_QT QTF.V.VAU |0 5 0.0000% 60.0000%
X_V_VM
CC_CCD_CC_CCS_RB_V_VAUX_V_VM 1 1 100.0000%
100.0000%
CC_CCD_DM_DMD_N_NNP_PR_PRP 3 3 100.0000%
100.0000%
CC_CCD_N_NN 6 7 85.7143%
100.0000%
CC_CCD_PSP 82 83 98.7952%
98.7952%
CC_CCD_QT_QTF 1 1 100.0000%
100.0000%
CC_CCD_QT_QTF_RP_INTF 44 44 100.0000%
100.0000%
CC_CCD_RP_INJ 40 40 100.0000%
100.0000%
CC_CCD_RP_INTF 12 13 92.3077%
92.3077%
CC_CCD_RP_RPD 10 10 100.0000%
100.0000%
CC_CCD_V_VAUX_V_VM 11 21 52.3810%
71.4286%
CC_CCD_V_VM 133 147 90.4762%
94.5578%
CC_CCS 7 7 100.0000%
100.0000%
CC_CCS_DM_DMQ_PR_PRQ 3 3 100.0000%
100.0000%
CC_CCS_DM_DMQ _PR PRQ V_VM 7 8 87.5000%
87.5000%
CC_CCS_DM_DMR_N_NN_N_NST 20 22 90.9091%

90.9091%
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CC_CCS_DM_DMR_N_NST 1 1 100.0000%
100.0000%
CC_CCS_DM_DMR_PR_PRP 2 2 100.0000%
100.0000%
CC_CCS_DM_DMR_RB 4 4 100.0000%
100.0000%
CC_CCS_JJ_N_NN_RB 2 3 66.6667%
66.6667%
CC_CCS_JJ_RB 0 1 0.00% 0.00%
CC_CCS_N_NN_PSP_V_VM 33 44 75.0000%
79.5455%
CC_CCS_N_NN_RP_RPD 63 63 100.0000%
100.0000%
CC_CCS_PSP_V_VAUX_V_VM 9 9 100.0000%
100.0000%
CC_CCS_RB 1 1 0.00%
100.0000
%
CC_CCS_RP_INJ_V_VAUX_V_VM 2 3 66.6667%
66.6667%
CC_CCS_V_VAUX 4 6 66.6667%
100.0000%
DM_DMD 12 12 100.0000%
100.0000%
DM_DMD_DM_DMQ_PR_PRP_V_VAUX 10 10 100.0000%
100.0000%
DM_DMD _DM DMR_N_NST PR PRL PR P | 1 1 100.0000%
RP 100.0000%
DM_DMD_DM _DMR_PR_PRL_PR_PRP 10 10 100.0000%
100.0000%
DM_DMD_DM_DMR_PR_PRP 1 2 50.0000%

50.0000%
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100.0000%

DM_DMD_DM_DMR_RB 11 11 100.0000%
100.0000%
DM_DMD_N_NN_N_NNP_PR_PRP_QT _QTC |0 2 0.0000% 50.0000%
_RP_INJ
DM_DMD_N_NN_PR_PRP 3 3 100.0000%
100.0000%
DM_DMD_N_NN_PR_PRP_PSP 3 9 33.3333%
55.5556%
DM_DMD_N_NST_PR_PRP 1 1 100.0000%
100.0000%
DM_DMD_PR_PRP 175 178 98.3146%
97.7528%
DM_DMD_PR_PRP_QT_QTC 2 2 100.0000%
100.0000%
DM_DMD_PR_PRP_V_VM 1 2 50.0000%
100.0000%
DM_DMI_DM_DMQ 2 3 66.6667%
33.3333%
DM_DMI_DM_DMQ_DM_DMR 2 2 100.0000%
100.0000%
DM_DMI_DM_DMQ_N_NST_PR_PRI_PR_PR | 9 9 100.0000%
Q 100.0000%
DM_DMI_DM_DMQ _PR_PRI 12 12 100.0000%
100.0000%
DM_DMI_DM_DMQ PR_PRQ 1 1 100.0000%
100.0000%
DM_DMI_DM_DMR 3 4 75.0000%
75.0000%
DM_DMI_JJ_PR_PRI_QT QTC_QT QTF 5 5 100.0000%
100.0000%
DM_DMI_PR_PRI 7 7 100.0000%
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DM_DMI_PR_PRI_QT_QTF 6 13 46.1538%
46.1538%
DM_DMQ 2 2 100.0000%
100.0000%
DM_DMQ_DM_DMR 2 3 66.6667%
66.6667%
DM_DMQ_N_NST_PR_PRQ 2 2 100.0000%
100.0000%
DM_DMQ_N_NST_V_VM 1 2 50.0000%
50.0000%
DM_DMQ_PR_PRQ 9 12 75.0000%
100.0000%
DM_DMQ_PR_PRQ_PSP 94 99 94.9495%
94.9495%
DM_DMR 24 24 100.0000%
100.0000%
DM_DMR_N_NN 9 10 90.0000%
90.0000%
DM_DMR_N_NN_N_NNP_PR PRI PR PRL |6 6 100.0000%
100.0000%
DM_DMR_N_NN_PR_PRL 0 2 0.0000% 50.0000%
DM_DMR_N_NN_RB 1 1 100.0000%
100.0000%
DM_DMR_N_NN_V_VM 2 2 100.0000%
100.0000%
DM_DMR_N_NST 6 6 100.0000%
100.0000%
DM_DMR_N_NST_PR_PRP_PSP 5 7 71.4286%
71.4286%
DM_DMR_N_NST_PSP_V_VM 1 1 0.00%

100.0000
%
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DM_DMR_PR_PRI_PR_PRL 14 14 100.0000%
100.0000%
DM_DMR_PR_PRI_PR_PRL_PR_PRP 7 7 100.0000%
100.0000%
DM_DMR_PR_PRL 6 8 75.0000%
62.5000%
DM_DMR_PR_PRL_PR_PRP 1 3 33.3333%
33.3333%
DM_DMR_PR_PRP 2 2 100.0000%
100.0000%
DM_DMR_RB 11 11 100.0000%
100.0000%
DM_DMR_RP_INTF 6 6 100.0000%
100.0000%
3 259 259 100.0000% 100.0000%
JI_N_NN 96 147 65.3061%
78.2313%
JJ_N_NNP 81 89 91.0112%
95.5056%
JJ_N_NN_N_NNP 21 27 77.7778%
85.1852%
JJ_N_NN_N_NNP_PR_PRQ 11 12 91.6667%
91.6667%
JJ_N_NN_N_NNP_RP_RPD 2 2 100.0000%
100.0000%
JJ_N_NN_N_NST 4 5 80.0000%
80.0000%
JJ_N_NN_N_NST_PR_PRP 5 6 83.3333%
83.3333%
JJ_N_NN_N_NST_RB 2 2 100.0000%
100.0000%
JJ_N_NN_PR_PRP_V_VM 16 16 100.0000%
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100.0000%
JJ_N_NN_PSP 3 4 75.0000%
75.0000%
JJ_N_NN_PSP_V_VM 2 4 50.0000%
50.0000%
JJ_ N_NN_QT QTF 3 4 75.0000%
75.0000%
JJ_N_NN_V_VAUX_V VM 9 14 64.2857%
92.8571%
JJ_N_NN_V_VM 26 34 76.4706%
85.2941%
JJ_N_NST 11 11 100.0000%
90.9091%
JJ_N_NST _RB_V_VM 1 1 100.0000%
100.0000%
JJ_PSP 6 6 100.0000%
100.0000%
JI PSP V_ VM 2 3 66.6667%
66.6667%
JJ_QT_QTF 17 18  94.4444%
83.3333%
JJ QT QTF RB 0 1 0.00% 0.00%
JJ_QT_QTF_RB_RP_INTF 1 1 100.0000%
100.0000%
JJ_QT_QTF _RP_INJ_RP_INTF 8 8 100.0000%
100.0000%
JJ_QT_QTF_RP_INTF 3 3 100.0000%
100.0000%
JJ_QT_QTO 1 2 50.0000%
50.0000%
JJ_RB 14 15 93.3333%

93.3333%
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JJ_RB_RP_RPD 2 2 100.0000%

100.0000%
JI_RP_INJ 1 2 50.0000%

100.0000%
JJ_RP_INTF 6 6 100.0000%

83.3333%
J_V_VAUX 1 2 50.0000%

100.0000%
J_V_VAUX_V_VM 3 14 21.4286%

85.7143%
IV VM 14 25 56.0000%

88.0000%
IV WM 0 1 0.0000% 100.0000%
N_NN 1837 1837 100.0000% 100.0000%
N_NNP 598 598 100.0000% 100.0000%
N_NNP_N_NST 1 1 100.0000%

100.0000%
N_NNP_PR_PRP 12 12 100.0000%

100.0000%
N_NNP_PR_PRP_V_VM 0 1 0.00% 0.00%
N_NNP_QT QTF 35 35 100.0000%

100.0000%
N_NNP_RB 1 1 0.00%

100.0000

%
N_NNP_RD_ECH 1 1 0.00%

100.0000

%
N_NNP_RP_INJ 27 30 90.0000%

90.0000%
N_NNP_RP_INTF 3 3 100.0000%

100.0000%
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N_NNP_V_VAUX 0 2 0.0000% 100.0000%
N_NNP_V_VM 1 4 25.0000%
75.0000%
N_NN_N_NNP 293 371 78.9757%
87.6011%
N_NN_N_NNP_N_NST 9 11 81.8182%
72.7273%
N_NN_N_NNP_N_NST_V_VAUX_V_VM 3 3 100.0000%
100.0000%
N_NN_N_NNP_PR_PRP 1 1 0.00%
100.0000
%
N_NN_N_NNP_RD_UNK 2 2 100.0000%
100.0000%
N_NN_N_NNP_RP_CL_RP_RPD_V_VM 13 14 92.8571%
92.8571%
N_NN_N_NNP_RP_INJ 6 7 85.7143%
85.7143%
N_NN_N_NNP_V_VAUX 3 4 75.0000%
100.0000%
N_NN_N_NNP_V_VAUX_V_VM 3 9 33.3333%
55.5556%
N_NN_N_NNP_V_VM 21 27 77.7778%
85.1852%
N_NN_N_NST 29 34 85.2941%
79.4118%
N_NN_N_NST_PR_PRP 4 4 100.0000%
100.0000%
N_NN_N_NST_PSP 4 4 100.0000%
100.0000%
N_NN_N_NST_QT QTO 4 4 100.0000%

100.0000%




184

N_NN_N_NST_V_VM 1 2 0.00%

50.0000%
N_NN_PR_PRP 19 22 86.3636%

95.4545%
N_NN_PR_PRP_QT QTF 7 7 100.0000%

100.0000%
N_NN_PSP 51 57 89.4737%

94.7368%
N_NN_PSP_RB 15 15 100.0000%

100.0000%
N_NN_QT_QTC 2 4 50.0000%

100.0000%
N_NN_QT_QTC_QT_QTO 3 3 100.0000%

100.0000%
N_NN_QT_QTF 14 14 100.0000%

92.8571%
N_NN_QT_QTF_RB_RP_INTF 5 5 100.0000%

100.0000%
N_NN_QT_QTF _RB_RP_RPD_V_VM 1 1 100.0000%

100.0000%
N_NN_QT_QTF _RD_RPD_V_VM 1 1 100.0000%

100.0000%
N_NN_QT_QTF_RD_UNK 0 1 0.00% 0.00%
N_NN_QT_QTF_RP_INTF_V_VM 0 3 0.0000% 100.0000%
N_NN_QT_QTF_V_VM 0 1 0.00% 0.00%
N_NN_QT_QTO 7 8 87.5000%

75.0000%
N_NN_RB 19 25 76.0000%

88.0000%
N_NN_RB_RD_ECH B 1 1 100.0000%

100.0000%
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N_NN_RB_V_VAUX_V_VM 1 8 12.5000%
100.0000%
N_NN_RP_INJ 3 3 100.0000%
100.0000%
N_NN_RP_INTF 3 6 50.0000%
83.3333%
N_NN_RP_NEG 8 8 100.0000%
100.0000%
N_NN_RP_NEG_V_VM 3 3 100.0000%
100.0000%
N_NN_RP_RPD_V_VM 8 8 100.0000%
100.0000%
N_NN_V_VAUX 10 12 83.3333%
75.0000%
N_NN_V_VAUX_V_VM 40 112 35.7143%
75.8929%
N_NN_V_VM 98 149 65.7718%
83.2215%
N_NN_V_VM_V_vM 4 4 100.0000%
100.0000%
N_NST 65 65 100.0000%
100.0000%
N_NST_PR_PRP 1 1 100.0000%
100.0000%
N_NST_PR_PRQ 9 9 100.0000%
100.0000%
N_NST_PSP 13 15 86.6667%
93.3333%
N_NST_PSP_QT_QTO 6 6 100.0000%
100.0000%
N_NST_RB 25 25 100.0000%

100.0000%




186

N_NST_V_VM 2 2 100.0000%
100.0000%
PR_PRC_QT_QTC 34 35 97.1429%
97.1429%
PR_PRC_QT_QTO 1 1 100.0000%
100.0000%
PR_PRF 51 51 100.0000%
100.0000%
PR_PRF_PR_PRL 14 14 100.0000%
100.0000%
PR_PRF_PR_PRL_PR_PRP 10 10 100.0000%
100.0000%
PR_PRF_PR_PRP 13 16 81.2500%
81.2500%
PR_PRL 8 8 100.0000%
100.0000%
PR_PRL_PR_PRP 21 21 100.0000%
100.0000%
PR_PRL_V_VM 0 1 0.0000% 100.0000%
PR_PRP 166 166 100.0000% 100.0000%
PR_PRP_QT_QTC 5 5 100.0000%
100.0000%
PR_PRP_RP_INJ 3 3 100.0000%
100.0000%
PR_PRP_V_VAUX 1 1 100.0000%
100.0000%
PR_PRP_V_VAUX_V_VM 1 8 12.5000%
87.5000%
PR_PRP_V_VM 6 11 54.5455%
72.7273%
PR_PRQ 3 3 100.0000%

100.0000%
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PR_PRQ_PSP_V_VAUX 579 607 95.3871%
95.5519%
PR_PRQ RB 2 2 100.0000%
100.0000%
PSP 453 454 99.7797%
99.7797%
PSP_RD_RPD_RP_RPD 1 1 0.00%
100.0000
%
PSP_RP_INTF_V VM 0 2 0.0000% 100.0000%
PSP_RP_RPD 19 19 100.0000%
100.0000%
PSP_V_VAUX 14 23 60.8696%
56.5217%
PSP_V_VAUX_V_VM 51 87 58.6207%
50.5747%
PSP_V_VAUX_V_VAUX 20 26 76.9231%
92.3077%
PSP_V_VM 26 34 76.4706%
94.1176%
QT _QTC 23 23 100.0000%
100.0000%
QT _QTC_QT _QTF RP CL 29 29 100.0000%
100.0000%
QT_QTC QT _QTO 1 1 100.0000%
100.0000%
QT_QTC_RP_CL 10 10 100.0000%
100.0000%
QT_QTF 37 37 100.0000%
100.0000%
QT_QTF_QT_QTO 1 1 100.0000%

100.0000%
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QT_QTF_RD_UNK_V_VM 0 1 0.0000% 100.0000%
QT_QTF_RP_RPD 0 2 0.0000% 100.0000%
QT_QTF_V_VM 4 4 100.0000%

100.0000%
QT_QTO 20 20 100.0000%

100.0000%
RB 36 36 100.0000%

100.0000%
RD_ECH 3 3 100.0000%

100.0000%
RD ECH RD ECH B 0 1 0.0000% 100.0000%
RD_ECH_V_VM 1 1 100.0000%

100.0000%
RD_PUNC 535 535 100.0000% 100.0000%
RD_RD _PUNC 284 284 100.0000% 100.0000%
RD _SYM 8 8 100.0000%

100.0000%
RD_UNK 1 1 100.0000%

100.0000%
RD_UNK_V_VAUX 0 2 0.0000% 100.0000%
RP_INJ 7 7 100.0000%

100.0000%
RP_INJ_RP_INTF 4 4 100.0000%

100.0000%
RP_INJ_V_VAUX_V_VM 7 35 20.0000%

85.7143%
RP_INTF 3 3 100.0000%

100.0000%
RP_INTF_V_VAUX 18 20 90.0000%

95.0000%
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RP_INTF_V_VM 1 1 100.0000%
100.0000%
RP_NEG 24 24 100.0000%
100.0000%
RP_NEG_RP_RPD 76 77 98.7013%
98.7013%
RP_RPD 26 26 100.0000%
100.0000%
RP_RPD_V_VAUX 5 5 100.0000%
100.0000%
RP_RPD_V_VM 1 2 50.0000%
50.0000%
V_VAUX 72 72 100.0000%
100.0000%
V_VAUX_V_VM 362 854 42.3888%
78.8056%
V_VAUX_V_VM_V_VAUX 0 4 0.0000% 100.0000%
V_VM 513 513 100.0000% 100.0000%
V_VM_V_VM 5 7 71.4286%
85.7143%
V_ VM 1 1 100.0000%
100.0000%
* = = ACCURACY PER PART-OF-SPEECH
POS HITS TRIALS MFT
ACCURAC
Y
*--- - -
CC_CCD 279 290 96.2069%
99.6552%
CC_CCS 94 97 96.9072%

96.9072%
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DM_DMD 153 154  99.3506%
96.1039%
DM_DMI 19 28 67.8571%
71.4286%
DM_DMQ 9 15 60.0000%
66.6667%
DM_DMR 95 101 94.0594%
92.0792%
3 349 413 84.5036%
93.7046%
N NN | 2312 2393 96.6151%
97.3255%
N_NNP | 821 885 92.7684%
95.7062%
N_NST | 208 209 99.5215%
94.2584%
PR_PRF 79 79 100.0000%
100.0000%
PR_PRI 15 15 100.0000%
100.0000%
PR_PRL 14 20 70.0000%
80.0000%
PR_PRP 327 339 96.4602%
96.7552%
PR_PRQ 27 31 87.0968%
83.8710%
PSP 1408 1427 98.6685%
96.4961%
QT QTC 92 92 100.0000%
100.0000%
QT QTF 107 109 98.1651%

99.0826%
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QT _QTO 28 29 96.5517%
93.1034%
RB 48 55 87.2727%
90.9091%
RD_ECH 5 5 100.0000%
80.0000%
RD_ECH B 0 1 0.0000% 100.0000%
RD_PUNC 819 819 100.0000% 100.0000%
RD_SYM 8 8 100.0000%
100.0000%
RD_UNK 1 1 100.0000%
100.0000%
RP. CL |10 10 100.0000%
100.0000%
RP_INJ 8 13 61.5385%
69.2308%
RP_INTF 43 45 95.5556%
93.3333%
RP_NEG 111 111 100.0000% 100.0000%
RP_RPD 150 151 99.3377%
98.6755%
V_VAUX 239 723 33.0567%
83.2642%
V.VM | 862 1192 72.3154%
84.3121%
VM |1 3 33.3333% 66.6667%
* = == OVERALL ACCURACY
HITS TRIALS | ACCURAC | MFT

Y
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8741 9863 88.62% 94.24%
*
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S. No. |Original tags |Inconsistent tags two tags three tags more than three tags
CC_CCD_CC_CCs_cC_cCD
1/CC_CCD _V_VAUX_V_VM CC_CCD_CC_CCS CC_CCD_CC_CCS_DM_DMR |CC_CCD_CC_CCS_DM_DMR_RP_RPD
2|CC_CCS J_V_.VM_V_vwM CC_CCD_N_NN CC_CCD_QT _QTF_RP_INTF  [V.VM
3IDM_DMD  |[N_.NN_V_VM_V_vM CC_CCD_PSP CC_CCD_V_VAUX_V_VM CC_CCD_CC_CCS_RB_V_VAUX_V_VM
4(DM_DMI PSP_V_VAUX_V_vAUX CC_CCD_QT_QTF CC_CCS_DM_DMR_PR_PRP |CC_CCD_DM_DMD_N_NNP_PR_PRP
5|DM_DMQ |RB_V_VM_V_vM CC_CCD_RP_INJ CC_CCS_DM_DMR_RB CC_CCS_DM_DMQ PR_PRQ_V VM
6/DM_DMR  [RD_RD_PUNC CC_CCD_RP_INTF CC_CCS_JJ_RB CC_CCS_DM_DMR_N_NN_N_NST
713 PSP_RD_RPD_RP_RPD CC_CCD_RP_RPD CC_CCS_N_NN_RP_RPD CC_CCS_JJ_N_NN_RB
8IN_NN V_VAUX_V_VM_V vAUX [CC _CCD V_VM DM_DMD_DM_DMR_PR_PRP |CC_CCS N_NN_PSP V_VM
9|N_NNP V_VM_V_vM CC_CCS_DM_DMR DM_DMD_DM_DMR_RB CC_CCS_PSP_V_VAUX_V_VM
10|N_NST CC_CCS_N_NST DM_DMD_N_NN_N_NNP CC_CCS_RP_INJ V_VAUX_V VM
11|PR_PRF CC_CCS_V_VAUX DM_DMD_N_NN_PR_PRP DM_DMD_DM_DMQ_PR_PRP_V_VAUX
12|PR_PRL DM_DMD_PR_PRP DM_DMD_N_NST_PR_PRP DM_DMD_DM_DMR_PR_PRL_PR_PRP
DM_DMD_N_NN_N_NNP_PR_PRP_QT_QTC_R
13|PR_PRP DM_DMI_PR_PRI DM_DMD_PR_PRP_QT_QTC |P_INJ
14|PSP DM_DMQ_PR_PRQ DM_DMI_DM_DMQ_DM_DMR |DM_DMD_N_NN_PR_PRP_PSP
15|QT_QTC DM_DMR_N_NN DM_DMI_DM_DMQ_PR_PRI  |DM_DMD_N_NST_PR_PRP_RB
16]QT_QTF DM_DMR_N_NST DM_DMI_DM_DMQ_PR_PRQ |DM_DMI_DM_DMQ_N_NST_PR_PRI_PR_PRQ
17]1QT_QTO DM_DMR_PR_PRL DM_DMI_PR_PRI_QT_QTF DM_DMI_JJ_PR_PRI_QT_QTC_QT QTF
18|RB DM_DMR_RB DM_DMQ_N_NST PR PRQ  |DM_DMR_N_NN_N_NNP_PR_PRI_PR_PRL
19|RD_ECH DM_DMR_RP_INTF DM_DMQ_N_NST_V_VM DM_DMR_N_NST_PR_PRP_PSP
20|RD_PUNC JI_N_NN DM_DMQ_PR_PRQ PSP DM_DMR_PR_PRI_PR_PRL_PR_PRP
21|RD_UNK JI_N_NNP DM_DMR_N_NN_RB JJ_N_NN_N_NNP_RP_RPD
22|RP_INJ JI_N_NST DM_DMR_PR_PRI_PR_PRL  |JJ_.N_NN_N_NST_RB
23[RP_INTF JJ_PSP JJ_N_NN_N_NNP JJI_N_NN_V_VAUX V_VM
24|RP_NEG JJ_QT_QTC JI_N_NN_QT_QTC JI_N_NST_RB_V_VM
25(RP_RPD JJ_QT_QTF JJ_N_NN_QT_QTF JJ_QT_QTF_RP_INJ_RP_INTF
26|V_VAUX JI_RB JI_N_NN_V_VM N_NN_N_NNP_N_NST_V_VAUX_V_VM
27|V_VM JJ_RD_ECH JJ_QT_QTC_QT_QTO N_NN_N_NNP_RP_CL_RP_RPD V_VM
28|PR_PRQ JJ_RP_INJ JJ_QT_QTF_RB N_NN_N_NNP_V_VAUX_V_VM
29|RD_SYM JJ_RP_INTF JJ_QT_QTF_RP_INTF N_NN_QT_QTF _RB_RP_INTF
30[PR_PRC JJ_RP_RPD JJ_RB_RP_RPD N_NN_QT_QTF_RB_RP_RPD V VM
31|PR_PRI J_V.VM JJ_V_VAUX_V_VM N_NN_QT_QTF_RD_UNK
32|RD_ECH_B N_NNP_PR_PRP N_NNP_PR_PRP_V_VM N_NN_QT_QTF RP_INTF_V_VM
33 N_NNP_PSP N_NN_N_NNP_N_NST N_NN_RB_V_VAUX_V_VM
34 N_NNP_QT_QTF N_NN_N_NNP_RD_UNK DM_DMD_DM_DMR_N_NST_PR_PRL_PR_PRP
35 N_NNP_RD_UNK N_NN_N_NNP_RP_INJ DM_DMR_N_NST_PSP_V_VM
36 N_NNP_RP_INJ N_NN_N_NNP_V_VAUX JJ_N_NN_N_NNP_PR_PRQ
37 N_NNP_RP_INTF N_NN_N_NNP_V_VM JJ_N_NN_N_NST_PR_PRP
38 N_NN_N_NNP N_NN_N_NST_PSP JI_N_NN_PR_PRP_V_VM
39 N_NN_N_NST N_NN_PR_PRP_QT_QTF JJI_N_NN_PSP_V_VM
40 N_NN_PR_PRP N_NN_QT_QTC_QT_QTO JJ_QT_QTF_RB_RP_INTF
41 N_NN_PSP N_NN_RB_RD ECH_B N_NN_QT_QTF RD_RPD_V_VM
42 N_NN_PSP_RB N_NN_RD_UNK_V_VM
43 N_NN_QT_QTC N_NN_RP_RPD_V_VAUX
44 N_NN_QT_QTF N_NN_V_VAUX_V_VM
45 N_NN_QT_QTO N_NST_PSP_QT_QTO
46 N_NN_RB PR_PRF_PR_PRL_PR_PRP
47 N_NN_RD_ECH PR_PRP_V_VAUX_V_VM
48 N_NN_RD_UNK PR_PRQ PSP V_VAUX
49 N_NN_RP_INJ PSP_RP_INTF_V_VM
50 N_NN_RP_NEG PSP_V_VAUX_V_VM
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S. No. |Original tags |Inconsistent tags two tags three tags more than three tags
51 N_NN_V_VAUX QT_QTC_QT_QTF RP_CL
52 N_NN_V VM QT_QTC_V VAUX_V VM
53 N_NST_PR_PRP QT_QTF_RD_UNK_V_VM
54 N_NST_PR_PRQ RP_INJ_V_VAUX_V_VM
55 N_NST_PSP CC_CCS_DM_DMQ PR _PRQ
56 N_NST_QT_QTO CC_CCS_DM_DMR_N_NST
57 N_NST RB DM_DMD_PR PRP_V VM
58 N_NST_V_VM DM_DMR_N_NN_PR_PRL
59 PR_PRC_QT_QTC DM_DMR_N_NN_V_VM
60 PR_PRF_PR_PRL DM_DMR_PR_PRL_PR_PRP
61 PR_PRF_PR_PRP JJ_N_NN_PSP
62 PR_PRL_PR_PRP 1 PSPV VM
63 PR_PRP_QT QTC JJ_QT_QTO
64 PR_PRP_RP_INJ N_NN_N_NNP_PR_PRP
65 PR_PRQ RB N_NN_RP_NEG_V VM
66 PSP_RP_RPD N_NN_N_NST PR_PRP
67 PSP_V_VAUX N_NN_N_NST QT QTO
68 PSP_V_VM N_NN_N_NST_V_VM
69 QT_QTC QT _QTF N_NN_QT_QTF V_VM
70 QT_QTC QT QTO N_NN_RP_RPD_V VM
71 QT_QTC RP_CL DM_DMD _DM_DMR_N_NST
72 QT QTF V. VM DM_DMD_N_NST RB
73 RD_UNK_V_VAUX DM_DMQ PR_PRQ_V_VM
74 RP_INJ_RP_INTF N_NNP_RB_V_VAUX
75 RP_INJ V_VAUX
76 RP_INJ_ V_VM
77 RP_NEG_RP_RPD
78 RP_RPD_V_VAUX
79 RP_RPD V VM
80 V_VAUX_V VM
81 CC_CCS_RB
82 DM_DMI_DM_DMQ
83 DM_DMI_DM_DMR
84 DM_DMQ DM_DMR
85 DM_DMR_PR_PRP
86 JJ_N_NN_N_NST
87 JJ_V_VAUX
88 N_NNP_N_NST
89 N_NNP_RB
90 N_NNP_RD ECH
91 N_NNP_V_VAUX
92 N_NNP_V_VM
93 N_NN_RP_INTF
94 PR_PRC_QT_QTO
95 PR_PRL_V VM
9 PR_PRP_V_VAUX
97 PR_PRP_V_ VM
98 QT_QTF_RP_RPD
99 RD_ECH_V_VM

100 RP_INTF_V_VM
101 DM_DMD_N_NST
102 PR_PRL_RB

103 QT_QTF_RP_INTF

104

RD_ECH RD ECH B
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S.No. Data from other langauges

1 TH A1 st e fREegEmEr s i Sanskrit

2 apTeft s sy Sanskrit

8 ST T AETEGT AqTET T [ TR 99 T2 T-Hg IS aTHIEaT Sanskrit

4 TS g TS AAH ATEATLATEAT HIATIAT 95 TATAT TTa=iaey Sanskrit

5 TFHATY STOTFOTIRT 79T EYTIRAAT FaTst FHOThToft Fererareraifooft Sanskrit
ATHITR oA e (A TR0

6 FeTAHET AT FO0IT W%ﬁw Sanskrit

! RgremTar e wamfSrasgaT qwareg Sanskrit

8 AET A MAvad eI FaIaTy Sanskrit

9 ATEE FaT 9T English

10 AqA T aT English

1 THAT T ATET English

12 & g o) T FR o e T g Hindi

13 TR R T FemTe 7 w2 7 Frer £ a9 7 49 £ o 1 e & Ry | Hindi
H TOEA T3 TT IR T AATLSIT HLed

14 & ga o ST FE ford w7 T 2 Hindi

15 TR Tk e FeThTE T T T PRt @ A G 2 o g g A faey | Hindi
H TOE U= 9T IR T AALSIT H2

16 | apfier feewer v o U Reew 3 39T Ao aeTed SISt e ¥ frapar gy | Hind
area o frem T 3 2

17 TR TFI TIHT o A7 Fere a7 ==t areft e Hindi

18 AT T FET 3 G A1E T STAFTE 3 AT SEATH AT T2 § By wwar g v | Hindi
SEHT gH TIAAT THAT ST THAT

19 I TaAT SEATH ol HH T L0 %0l STARTT TorT T8 foheft aTeh & oTal e & Hindi
forw et srgere Y sl 7t <F ST Fed T |

20 ATl 3 7 DT AR IR R 2 R A 3 918 B s e g ase | Hindi
AMIEE

21| otz o e e AT 3 i e 1 eefr 1 oo Ay vt | Hindi

22 T E2T¥ AT AT ATET AT TFT F217 AT g q97 2 T 0 3 0 Hindi
AHT AT Lol hod SAhTH *hf T Jas | E ar T 2 |

23 Hindi

qT T T =9 ToReAT TarehaTT ATt et | o7t o 319 | 390 a& g M0 g |
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24 ZH AT T AT o7 ITANT & AT a7 T qEE FA ¥ oy e sy e | Hindi
T ITAT FIA 2 |
25| vl wr o e R w2t 6 A & 3l 2eb g e vg e | Hind
F Rt gevor «fiat aarst & A ¥ fe s g arer ar |
26 =9 T} T o7 AErETe i Aree ww wisE e gy o g cg g | Hindi
27 TTE A T3 TSI o ST 7 e an by A1 orf arfar wwyey | Hindi
Zelded o FaTE AT AT AT (AT IT AT IS Q13 I O 2T AT g/
FAAT T S GAT T ST AT T@ 6 o7 e THerT o 97 3 &9 § ATTeh7 qTAT
LA HT AT A & |
28 Fg T A TAT & 72 F I 6 5% 1 ¥ A Hindi
29 T 59 TET AT A TAAT A A £ U AT T AT E HT A F ATATE | Hindi
30 ST ZATY T BT ST 21T 2 o 2 S 7 9= At 3 For orey &amap | Hindi
T TATE HTA 6 [o7T IHHT START FLA & STH A el 3T 0T & § TATHT Tae
IT ATHT o6 I H AT HA H ATThT TG HLAT AT S0 AT BT FATHT T TT97E &
|
e T I TashaTell TaT TRTaTel $fi¥ 1= ATHGTN Tl STTAHLT ST Fd & ol Hindi
AT 9T | AT AT il FEIIAT I & STH Ao ol e =T Jaru T&H
FLAT T TG O0T FEAT T LT AATSH T 8 ITTRT T S7aT ¢ o= sfie
AT T TATIARAT T ATIAT AT HAT TG FHLAT TIATHL 20T T AT T
SHRTSHT AT ST T FHTAT |
32 T 3T AT A AF GULT FA & ST A A SO AT A0 AfR ot s gey | Hindi
STTT *hT IATE AT AT T&T FT o {70 A7 2 |
33| orgt T AT T AT AT A Fgaw A S Rt Hindi
34 T F (EATEH TEATTHRAT ST EAET AT AT THATHT T i STANT 2wy | Hindl
|
35 i@sﬁaﬁ| Hindi
36 FHT LT A (AATAT FoTeT Higeaaaral H1 A | Hindi
37 & TS| oy sfiFeT=T S FT G § AT 39 9d T STE 9T T & | Hindi
38 FATY AT ZHe 7T FA | Hindi
39 Hindi

A w9 Fw ITUTE ST FATU &I i3 H IAT HaE 6 (70 FAT TRTarsi it
STAN FA G |
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40 AT AT AT =9 § IUAd AT F FhT T 7 o vh e s awa g | Hindi
STT o ST o ST qRaAT S<h o HIATAd I 6T SITaT 8 ST /1§ SUIRT
T ST ATl ehler o 1§ Tfereh faaeor 3T g )

41 O ATTH T IET ST AT JTHTZET S UTeeher 39 Jaarzet siv uftaspery | Hindi
T AT FILT GHTL HAT3N 6 START & H AT STTART ST TTT ST 3 UlCAherd AT
JTETSE 6 SAATL T THTLTF LT ATTHT AT ZH T&TA T ST ATAT SITAHRTLT T
|

42 R TH LA A AT ITHAE Taeld § HEE JTH 3 T GrdT aA70 3778/ @Il & Hindi
I H TR qT0 3@ o 0% T 997 € q&F ToF § (0471 9199 8 98] |

43 T G § Heg ST F7 99 % TaT ST ST 99 ST @t ge7 aet | Hindi
STAT IHF AT I<ATE AT FATT TZH HTA o (70 gH T Agl AT U g |

44 ZH I AN FT TATATST F1 T 3= ey & 31 fsrmerar fragg w4 % | Hindi
T v s Fa F AT A Fd

45 F ¥ oo 5 areT AT A | Hindi

46 AT AT AT FRATZH =7 AT T & AT FFET 2T F7 T 2 | Hindi

ar TH T AR i SR 7 G AT 3 S e e e maer artee | Hindi
g AR o FadT BT 924 |

48 SRTE ¥ Tor AT 2 STt 3 AT S TS =T et aTawre o ety | Hindi
U GTd H RN 39 FLdT ¢ et arae uger T fF Swrer 7 fram gr a1 g9 3=
ST Fleh AT STTARTLT 30T HINT ¥ Thd 3 |

49 T T | Hindi

50 TH b 3T HHTH el 101 T STTRT 1 Fd 6 | Hindi

51 TS T F¥ TS T T ANT 37 FF WHATSS (031 F1 38 397 T ST 27 &t Hindi
AT & a1 | TS0 a970 O J970 ST R T IaT $eant o7d 798g fgeat |

52 FHTEY JATE T AT ITHT STHRT F2F AT TICesher Faese e qavaey ey | Hindi
|

53 ST AT I TS {2 AETEA T AT 3 To70 /157 7 ¢ =7 TTHaE 9 7T | Hindi

54 Hindi

TH ITATHRATIAT T T2 FA § AIAT HEE FLA T STTAA (o ATTT AAT3A hT ATHIAT
T el I@T AT IAH Se¥ae ThaT SfIT ATTHT 3T (7 AT T T RIS T T
FECHTSH ol TTe ATHYUT ST SATAT TG HlAd STF T STTHT 37T 3 AN 0l GATT
I o TorT T Fehl 3 FHTH e 1l 0 ST T Thd 3 |
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55 T ATHRTIY AT AT RreaTfet 7 38 a0 & e AT g oy 5 3w | Hindi
TaT A 3T 3T AqIT F ATHR AT g S AN A gU g |

56 | gw e Bt R ¥ R gt o me sy g | Hindi

57 ST AT 9 ST GIET S ST ST ASETet & S 7 S areft sy Hind
AT SATARTE &7 T 7 AT F7 T 8 =9 a1 H i A1 |

58 | sarger ¥ fRr et wire T A g AT € B et A & e 2 P gar & | Hindi
AT ST ZTET ZHTE ATHTISTE WRIEH &1 ST FHT ATAT 37 Jadreel u¥ fafore
TR0 STTH O g/ STehT ITH T S |19 SRt fa@T &9 |

59 IRTET ¥ ForT S o7 AT HTEE U7 ST £ AT gAY Uftershed F ST e § | Hindi
TS EH Tl 7@ AT U8 Hohel @ AT ATTeh [SATSH ol STHHRTLT TTH HT T & |

60 AT ZHTL ATAT SATHHILT STSAAIES ¥ & T STANT Fleh AT I G & HIg Hindi
STAHTL STAATES FT HH 3 |

61 ST FAET S AR FE ST § Ao Freey @i e ao oty o | Hind
FIHST ATAT 3T ATSH T2 8 (S HIAFHT a@EdT AT% |

62 TH AT HATT TTH e T IThT THAT FIA | TIA[ HEE 6 [T (I I AISE Hindi
T STTRTL T ITIRT F4 & |

63 | sqoerr v 2% ST AT 4% SHer Wi ST AT AT O v w7 A § Ay ary | Hindi
FT TEAT Aol L Tl AT AT FY AN 39 HY HIATSA THAT Dl ¢E ST ART IS
TATT T AT & FT H AT F9T0 U JAT0 STATL HIAT TAAIAT bt o7
LEECHELAN

64 AT fohewt it avg ST fhed oft Aedeora # st 9T | Hindi

05 =T A2 waera ot & Brft srfr grer Brft S e damrse a1 uftessa #y | Hindi
e TR ST 9% T T et At STt 8 s gw ey S vk gl 8 ar S
IAHT STANRT il & ST FHIT IS AT |

66 2w T FEsTToet Sfeeft 36 wTer 7 o 3 AT = 7 e eyt Foawrw | Hindi
B H Fehl ST THTT TheA 0l 1 STIE FLAT G |

67 = et FarstTrraTaT a7 JreET Y w12 0 HieE e g o wh v gy § | Hindi

68 | mree o ¥ FAST e A e AT e A o st eaeey | Hind
Ze¥fed T TAAh Y FRAT A AT ST FLEAT U7 "Te =0y 7 a7 A g9
FAAT T S GAT AT ST AT T@ 6 o0 e 7T o 9T o &9 § ATTRT GTAT
FA FTATHA T Z

69 Hindi

TS AT FL o Aea LT 9L Fgl AT ALE |
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70 | e ufeerier FamTEat a1 A AaTE g UEST A A e s | Hind
AT orat 3T A=t srefim ST |
7L |t st e v of Sy R s A st e A g | Hind
T AT ST ATThT TSI TTRSA § HIS[@ STTARTET AT ATTH FILT T U7 AT
ToReT ST ATaST WA I |TAT i1 ST aTedt ST i 8 |
2 STY ST T UTSehelT Ao & 97 88 IHET ST ST # FS7 3T 10 T Hindi
TTCAHRIT STIAATES FT T |
3 T AT FARTRAT AT BT st 3 for garet A 7 3w 479 & sy o | Hindi
AT IT Fg G 3 (el I H TS GEIary #3d & ITHIS a9 Fd ¢ al gH
T AT AT F HaTAd TR U F:3d ¢ |
4 T AT ST S AT fReew i Agaw a T ¥ Rorw s v wisE sy wr | Hindi
TN FL & qTI ZH ATTHT ATAT AT T 37T IqF A12< TTE IR A== o
T 3T TS ST Sareit St Tarasfaar ofi ag= 777 74 |
75 HIEA &7 ¢ A7 ort o7 At a2 aeft A S s A ATE Y § v e o | Hindi
76 T 3 # off 72 § IHAD2209 Hindi
" ST ST % forw gamdy e Aifa 9 Hindi
8 ST TS SHTYET AT T ATH TS THT FTUT 3T 797 87 grares v g« | Hindi
ST TAT STET el T ST |
” TR ST ST ST 9T & 59 ey hf2e A7 SR FE da w oy | Hindi
FTE STTAHILT 31T ST GTAT ST THTUHLOT ST ST q7 g1 e foiT farfuT 3w
T feEem |
80 AT T F7 | Hindi
81 IEATELOT o o0 T ATThT FIaT |TSAT ¥ Tohd ¢ (Rl Tree H Toreft =m o saerT Hindi
3o ¥ oo T ATTHT 3T FT TRl & AT ATTH HaATerd Fls UHT STARTL TTAT FT
T @ ST AT ST JTAT 1 2 |
82 | st & e T Hindi
83 Hindi

2T OFdT g 1o 9 o Hid 90T A3 AT [RATeH U &l T Tg4T AT ITH a1
T 3 ST T FIET GHIL ST TQTH 6l ST ATel! AT o6 STeh STANT H geaard
FTHFAT G |
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84 wr frfea MfRaT % Toe Zvee =Is FOTHTE T 3 e seady ey v | Hindi
orfeT AT FoRTalT famware ST e STt SiefY fohest & ST 3t & &% g1 6
AT ag UF a2 R STeET F AR IS 29T & qTH g HAiar i
AqTAT 37 e fsrve =wger 1 =0 hew # 397 Y % srearar a7 ag+ i aee
T Tt AT ATSTAT T9ThT & &6 % g |

85 ZH AT ANEFE ST qATT 3 3 oy off o1 o HiS[E St A v wwa ¢ | Hindi
|

86 AT GTET T STT ATeAT = Tot 3 ST G &I sl ST ATt ST | Hindi

87 AT TR T 2o GTRT T ST 2 F I T |77 Sy o ety ayy | Hindi
T TTHHTE T T T T 3 |

88 ST ST ST AT T 22T 3 & AT 2 TR g7 e 1 5 Het #v off ger 2 & oy | Hindi
AT WIeT s fReorfa sree |

89 IETET ¥ TorT 2T FATel T T ST ATasi & o7 3afery 3 sevae qe | Hindi
Frs o =ri~F TRE F AHaT |

90 T AT T ST Fd AT T T et F Ze¥re wv £ F o Rftrr sreai 3 | Hindi
TorT = ToReTaht T STATT T THA 3 |

o1 ST AT T HF T & T S ST ST 3 F orw oY sy S Hindi
ITANT A G |

92 TH SATTRT FATAT I AT I8 18 fAsmaer femme & forw S o s g Hindi
fasTaeaTaT T |Tee AT Uitersher 9% farfre #3  a1a 37 srae g Ao i s
ATAT ATEATEET AT 3T FTLT ST 3T ST AT WITAFRLTT F LT T TR T
s femTer & forw Ry fastraeraTaT = Seek ATehRfeT ATl & AT | w19 Y
THhd & HILE, 323Ae AT AIETSA ThTHeeH H |

93 S AT AT T T FAT AR | Hindi

94 IR G USRI AT ITH T ST ATt SITehT<! % aTY H 37Tereh ST o forg Serehy Hindi
e St i gt Y

95 28 =t 3 for feer=ey s Feaares fho 70 sqae e T F TS | Hindi

96 ZH AT AT ST ST ST "I A FATeR F ary # g= o o ey | Hind
T AT S ordt & aTE § FAT o forT SIreht SATAeRT<T T ST e ¢ |

97 et 7 gt TR oee & faT g1 981 a9 | Hindi

98 H UH AR & F9 T TATE M | Hindi

99 Hindi

TH ATTRT FATAT T2 3T I AT TAAT9 @ # orw Feht i T8 Tl T
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STANT FA G |

100

AT = TAHTAAT o | ST IS ATh el ATISAL o AT TRl TH @1 F AT
T FAT g Foreert srae uger T off SwreT 7 Rt g1 a1 29 S+ st e Afed
STTRTEY 67 FRT T Td ¢ |

Hindi

101

Ffrehsft g Il Utersher ¥ I HTART o |72 FTH T & qTieh Sdeh
FIRT T AT AT T (AT Feed T 2 AT ATSAL AT (ZAT5H I Fohl T doh
T 9 o6 |

Hindi

102

TR TITIRET AT ST=H AT STAAT TALgGT F AF ATHT FaT2e T forger
T T A H FadT qg 6 (eoquft 2 § agd g1t |

Hindi

103

AT FATSA X AIS[E A=T0A1 $i2 at fe@ms 3 aret st & aafhgd Fed
o ToTT STl ST T STANT (R0 ST o qLieh &l AT Hfl (HA 15 F< qohdl & =6
T H ¥ AT |

Hindi

104

THH EH AT FATIAT T2 31T I ATZL AT G STANT 0T ST ATl U & ATerw
RAT=E AT TS & Fohl ol T 37T IAHT HEH ol ST Ao L qohel & AT1h 39
ATTRT ATk FHT (AT T TATT TS FT Toh TAT GHTL GTT 324 T ATTHT 3T
A AR T T&TF 0T ST AT IeaTal [T 3 HaTefi & aga¥ aaras Sve
qHE 9% |

Hindi

105

TH I ST o [T AT Fohl T ITANT HT T 8 1o FIT Gt T2 I AT sa
Tl TRt =< o a7 & fAFTaHarar it 975e 9% Gy @l A7 98 Uit
eqTioa o et fasmae faa @ am )

Hindi

106

TH AT GTT &1 TS STAHTAIT 3 ST I¥ I Feqe¥ B AT 3777 fFarea it a1 399
T TErd STTHRTE USRI F2d & gt T gHTL AT3H ! T AT UHT Fd 3 |

Hindi

107

ATTh GTLT ST T ST ATAT FATAT 6 AT T ZH ATTH AT 36 1< | FAfae

TR T STTAHTLT TR F2d & |

Hindi

108

I AT I 9 TS0 gaa &7 AT i Y& taa a1 9rgd g oar o 7o+ r
IEEIERIRIEE ISR DI E R e el

Hindi
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Appendix D. List of Section headers from the Crawled data

S.
No.

Headers

1

ISt AT UST T UCAReTT IS G ScATHaT StATEHdT JaHTee ICATEHAT SCATaHaT ScATaHdT
STATEHAT ICATEHAT ICATEHAT FHYETZedAe daHTEe AR € AISAUT IcATEHaT Hdaia e
AT FTIHH ATHAATIAG T TR U AT TS ST L ANT 39 Y AT WA HT G& ST ART
ST TATH W TITH % F1¢ § AT FATE IS FAT0 SqATL F AL TIIA [T Fehl 90t 7as fgeal |

ISt AT UST TATH AET AT A ML AEL AR AL AL A 3 TTH TITH A7 o T AT AZ
X T AT Q8T AZT AN AN Q8T AZT TS AT e ANT 2 HY HIGTSA (HAT I g& oOof AN IS
AT T AT & FT | AT F970 U JAT0 STATL R TAAIAT Feoht o7 gaa fgeaf |

EIRGIEISE]

AECH U&EH

RIE R E L]

A FAT ATHT FHTT

| N o o b~ W

L=kl FTEA AT FEATAT  AHT FTEA AT

G TS | F e ez A # 6T Sl @ Al § g9 SHadt @a¥ Sl
H I I @aT AT | IR el @ay TSR # Aqa Sqail @a8 a7l §
A= AT FaT TS # F TAal Fay A # Sqa] @a? Aol | g9 [*EaT &
TATEH = I o6 U 2 e ATHT AT 3 HTIRT SAAFTART SASH GT ARTHTH TEATH SFAH

ATATAT I TR FHIUH oL (AT TSHLA TEHL TLAT AT AISTAT AT FATT STEHIH T
TaeetT grATaeoT T g Il T4 TGl FEee Fge Serd T SIS Sd Tgrg el JIdl a3HT
T AR(T sArfaeaaTer T JiaT Tga et 10 @ [rgre @ sere foraar ofier fifera awa a4

T F1E geam g 2 Reg |

IAFEAT G AT H @ AT | g SAa< JI STl 6 gay

10

ST T FEge TS S9rg T et SATIE T90e AA ST 190t

11

I 9297 FagR TS g AT @er T STy A St fAe St LA et A |
HIT ST

12

TTHT AT I IR g TSI Qg AT et ST O0e AARST (&7 Fil aataet
GIT AT H & STa ERE?

13

IAZEAAT G ST | ST FETAT ST T AZATH 0T e ISRl § FHE fGEay
SREIES

14

AT aTaT Zredte TR =T AT "9 T TEaE ISt gr F9 a7 A€ H UEeH 3RS
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TIEH ATAT AT T F |

15

IAEEAT T AT | FaT AN § sqare faeaw af = GEeaw & gax

16

G TS | F STAa] ez A # fors

17

GIT AT H g ey

18

GIT AL H I AT T AT H

19

T T @a¥ AL § AqaE STAadl @ay Aol § =7 S @as <l | F
S FET A § et @ay Ao § 99 fRgew & zdied & g 6 v edfen sfaa
9ITE 3T FTART AAFKTART ST T ATHUH TEATH SFAH ~ATATAT 3L T FTUH hoT a1t
TS TEHLT TLET AT HTTAT AT e FATT ST FHLHIT Faeel T qaiaeor a3 Hial 94w JIal

Tieft ¥0 79 [SrgTE 99 srgTe feraem ofter diferg g ad e F1E gaar g B3 75 |

20

AT T ST FIOH GaT THHT ohdTd o1 da@Tzed ISl daaTsed se (1T Uk TR (9a1
AT TSIt FeoTge AAES Aavads afal (hed W= TXRT HIE Sl AL 39T 31 THTS
AT 99 AT AISTIAT ATA TR TSI T TAT THTNG TATEeT AT ST+ Hiaar wgret
e T&ae F=T ATIT AT T SRIEH aNEH FHALSA T HIAHTAT 7 SANTAY 3T AT TATgGA
IS &1 FIAT AT THALET & TAECH TEEH FTed HIAT FHHL T T g0 Fsl  aqal
THTH! FE! ITATH

21

AT STCT H/ICH AT Tl HISTIHT STOT FIOT ATSTLEN H FAISTIL o AT el Gav
AT FHTAT AT STCT FIOT TSR § T Tl dadTEe AT ATHT IO HIEH
AT AT 31 THT THATTISTORT ST0T FICH AT T 7T AL S10E H/IOH TISTIT
T AT STOT /T AT AT T /I3 S1de 107 sy ff=aT o &fa
AT S5 HIST AT AT o &0 ST T S92 37 AT T I a91e
SIS HTSH TSI T STOT FICH RO TTCT HICT TSI #IHT ASTIRAT o971 2702
FTOH T AT TTCT FTECH AL TTHTEE gl AT TTOT HTSH TSI THrHT AT T2 1T

TIST HTSH TSI AT AT AT TTET T AT AT TSI S STOT T AT
TREAT o SR TS ST A= T 70T FIOH IS 22 STOT A_ICH TSI o6 T T
=T TSR 92 70T A_ICT AT FEdT TTOT T A 99 STOT T AT F3T 76T 3
HATST ATGH IO HICH TSI dTHT5e AT @I STOT FICH AT THTATE AT ATET
TIST HTOH AL dFHTSE T AT STOT FICH AT T TS AL STCT HIOH
AT THESE AT AadTEe AT AT 97 T102 HTOT 00 ST0T H/ICH |

22

RIERRECLIEC RIERRECLIECL

23

TERTEAT 3T TR9T T TS Seg AT & SATATE AT AATLSAA (94T il I el
GaT AT § SAar g fedeaw F gax
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24 | rorEY T ST9T FST GAT TIHT BhaTa o AAHTIIH AT STHTZEH ST U qTH (A=
AT TSIt FehsTge AAES A aads elal (hed STH= HXRTE HIE Sl AL 39T 31 THTS
AT 99 AT AISTIAT ATA TRT TSI T AT THTLNG TATEST AT e SU-ATH Hiaar wglhet
TAaeer TEae =T ATIT HHeAT T SRIEH SV EH FALE T HIAHTT He SATTAT 3T ATeq TaFgT
TISHT BT HIAT T TTHSALET & AEH TEH FIed FIAT T9HT T

25 | zemrEaT 39T YR faE TS R AT S ST ST ARSI freAT i At
G AR § 9 T T ST % gy

26 | v AT &

27

9IF ST @AY AT | [ STa @a ATl § g8 At gas AL § #3 S[Aadt ga
AT § THTE AT Ga? AT | AT STAal gay AT § =7 Sal gay A<
9[F ST GaY TS | STy @ay Aol § 99 faeaw edfeq & g 5 70 adiew




