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Abstract 

The tremendous growth of information on the Internet has been above our abilities to 

process. Recommender System (RS) has been introduced to help users overcome the 

information overload problem as it filters out useful information and generate 

recommendations. A major approach used in recommender systems is Collaborative 

filtering. Collaborative filtering predicts items which a particular user prefers by using a 

database about past preferences of users with similar interests. Most commonly used 

recommendation techniques are based on single rating collaborative filtering. However, 

an item can be evaluated in many different aspects and in the recent past, multi-criteria 

rating systems are being explored as an attempt towards producing recommendations 

with improved accuracy. 

In this work we have proposed a framework for incorporating multi-criteria ratings 

into RS. Firstly we have developed two techniques to compute criteria weights based on 

Analytical Hierarchical Process (AHP) and Genetic Algorithm (GA). The experimental 

results clearly show that GA approach gives more accurate weights for various criteria 

than AHP. Using these techniques for the computation of criteria weights multi-criteria 

rating collaborative recommendation technique is presented. The experimental results 

show that proposed multi-criteria RS outperforms the traditional single criteria 

collaborative filtering recommender system on accuracy of predicted ratings . 
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Chapter 1 

INTRODUCTION 

Recommender systems have gained wide-spread acceptance and attracted public interest, 

leveling the ground for new sales opportunities in e-commerce. These systems constitute 

an important component of many e-commerce applications by allowing companies to 

develop long-lasting relationships with the customers [ Adomavicius et al., 2001]. These 

personalization technologies were introduced as a computer-based intelligent technique 

to help online consumers deal with information overload by signifying which 

information is most relevant to them. The interest in recommender systems has 

dramatically increased due to its challenging open issues and it has abundance of useful 

and practical applications regarding online content and services. The techniques on 

improving the effectiveness of recommendation system also constitute a problem-rich 

research area [G. Adomavicius et al., 2005; Lee et al., 2007]. 

1.1 Recommender Systems 

We face far more choices than we can try in the world: which movie is worth watching, 

where shall I have dinner tonight, which book shall I read, etc. Recommender systems 

(RSs) have been developed as a solution to the well documented information overload 

problem [Resnick et al., 1994]. These are designed as a means of sorting through 

potentially relevant information and making recommendations personalized to the 

individual user. These internet-based software tools help consumers seek their way 

through complex online shopping and entertainment sites. 

There are three main steps for a typical RS : 

I. The user provides some form of input to the system. These inputs can be both 

implicit and explicit [Resnick et al., 1997]. Ratings provided by users are among 



explicit inputs whereas time spent reading a website and URLs visited by a user 

are among implicit inputs. 

II. These inputs are used to form a representation of the user's likes and dislikes. 

III. The system computes recommendations using these "user profiles". 

Some examples of recommender systems are 

• Amazon - for selecting an interesting book, 

• EBay- the world's online marketplace, 

• Car Navigator- for selecting a new car, 

• RentMe - for fmding an apartment, 

• Entree - for selecting a restaurant and 

• Video Navigator and PickAFlick- for choosing a rental video [R. Burke et al., 1997 ]. 

The recommendation mechanisms are usually based on content-based filtering, 

collaborative filtering and combination of these two systems. 

1.2 Taxonomy of Recommender Systems 

A large number of recommendation techniques have been developed to date. These are, 

however, based mainly on content-based and collaborative filtering approach [Wei et al, 

2005]. The classification of various techniques of recommender systems is based on the 

sources of data on which recommendation is based and the use to which that data is put 

[ Burke , 2002]. On this basis, we can distinguish five different recommendation 

techniques as follows: 

1.2.1 Collaborative Filtering 

Collaborative filtering (CF) is an approach to making recommendations by finding 

correlations among users of a recommender system. For CF , the recommendation 

process is a social activity- collaborative filtering tries to automate word-of-mouth 



recommendations:. Items are recommended to a new user based on the stated preferences 

of other, similar users (Manouselis et al., 2007]. 

CF recommendations consist of three steps: 

I. In first step, users provide ratings for the items they have experienced before. 

II. Second, the active user is matched with other users in the system. To do so, 

similarity between active user and other users is computed through correlation 

coefficients. 

III. In the last step, predictions for the items that the active user has not yet rated , but 

the neighbor has rated are computed [ Herlocker et al., 1999; Resnick et al., 1994 ]. 

More formally, The rating r(c,s) of item s for user c is estimated based on the ratings 

r(c1 ,s) assigned to item s by those users c1 E C who are "similar" to user c. According to 

Gediminas Adomavicius [ Adomavicius et al., 2005] , various algorithms for CF 

Recommendations can be grouped into two general classes given below : 

Memory-Based Methods 

Memory-based algorithms are heuristics that make predictions based on the entire 

collection of previously rated items by the users. Memory-based methods continuously 

analyze all user or item data to calculate recommendations [ Drachsler et al., 2007 ]. 

These systems employ statistical techniques to find set of similar users, known as 

neighbors. Once a neighborhood of users is formed, these systems use different 

algorithms to combine the preferences of neighbors to produce a prediction. Two major 

approaches for similarity computation are Pearson correlation coefficient and cosine

based approach. Both these approaches compute similarity between two users only on 

the items that both users have rated. Many performance-improving modifications, such 

as default voting, weighted-majority prediction, inverse user frequency have been 

proposed as extensions to these standard correlation-based and cosine-based techniques 

[ Adomavicius et al., 2005] . 



Model-Based Methods 

Model-based algorithms [ Breese et al. 1998] use the collection of ratings to learn a 

model, which is then used to make rating predictions. These algorithms take a 

probabilistic approach and envision the collaborative filtering process as computing the 

expected value of a user prediction, with the given user's rating on others items. Various 

machine learning algorithms such as Bayesian network, Clustering, and Rule-based 

approaches are used for building models. Bayesian network model formulates a 

probabilistic model for collaborative filtering approach. 

Comparison of Memory-based and Model-based Techniques 

• Model-based techniques generalize into a model from the training instances during 

training and the model need to be updated regularly. The model is then used to make 

predictions. In contrast, memory-based methods store training instances during 

training and then retrieved while making predictions. 

• Model-based methods learn slowly but make fast predictions whereas memory-based 

methods learn fast but make slow predictions. 

1.2.2 Content-Based Filtering 

Content-based approaches to recommendation making are deeply rooted in information 

retrieval and information retrieval approach [Baudisch, 2001]. Content -based filtering 

(CBF) uses feature of items the user liked in the past to infer new recommendations. For 

example, Syskill recommends web documents based on users' binary ratings of their 

interests, Fab system recommends web pages to users [ Pazzani et al., 1996; Balabanovic 

et al., 1997]. CBF systems recommend items based on items' content rather than other 

users' ratings. 

There are essentially four steps for CBF recommendation [Mooney et al., 2000]: 

I. The first step is to assemble content data about the items. 



II. The second step is to ask user to provide some ratings for the items either randomly 

given, or can search and find any item he or she likes. 

III. The third step is to compile profile of the user using the content information 

extracted in the first step and rating provided in the second step. Term

frequency/inverse-document frequency weighting [Lang., 1995] and Bayesian 

learning algorithm [ Mooney et al., 2000] are some techniques for profile 

compilation. 

IV. The last step is to match unrated items' content with the user profile obtained from 

third step and assigning values to the items depending on quality of the match. 

The improvement over traditional CBF approaches comes from the use of user profiles 

that contain information about users' tastes, preferences, and needs. 

1.2.3 Knowledge-Based Recommender Systems 

Knowledge-based recommender systems suggest items based on logical inferences about 

user preferences. They use prior knowledge on how recommended items meet the users' 

needs, and can therefore reason about the relationship between a need and a possible 

recommendation. The user profile can be any knowledge structure that supports the 

inference, or just a query formulated by the user, or detailed representation of users' 

needs. 

The restaurant recommender Entree System and several other recent systems 

employ techniques from case-based reasoning for knowledge-based recommendation. The 

knowledge used by a knowledge-based recommender can take many forms. Entree system 

use knowledge of cuisines to infer similarity between restaurants [Burke, 2000]. 

1.2.4 Demographic-Based Recommender Systems 

Demographic-Based recommender systems use prior knowledge on demographic 

information like age, sex, gender etc about the users and their opinions for the 

recommended items as basis for recommendations. Demographic information can be 



used to identify the type of users that like a certain object [ Pazzani, 1999]. Demographic 

techniques form 'people-to-people' correlations like collaborative ones but use 

demographic data. A stereotype-based Grundy system uses this technique to recommend 

books based on personal information gathered through interactive dialogue. There are 

varieties of ways to represent demographic information in a user model. These features 

could be hand-crafted or extracted from users' home pages [Burke, 2002]. 

1.2.5 Utility-Based Recommender Systems 

Utility-Based recommender systems make suggestions based on a computation of the 

utility of each item for the user for whom a utility function has to be stored [ Manouselis 

et al., 2007]. Each Utility-Based system like Tete-a-Tete or e-commercial site personal 

logic ( www.personalogic.aol.com/go/gradschools) has different technique for arriving at 

a user-specific utility function. This utility function works as user profile and system 

set some constraints to find the best match [Burke, 2002]. 

1.3 Strengths and weaknesses of Various Recommendation 
Techniques 

A large number of recommendation techniques have been developed as discussed above. 

All these recommendation techniques have advantages and disadvantages over each 

other. 

Collaborative filtering systems face three problems [Herlocker et al., 1999]: . 
);> Cold Start Problem : At the initial use of the system, there are not sufficient users to 

match with; therefore system cannot be useful for particular user in the beginning 

phase. 



);;> Sparsity: The users-items- ratings matrix is usually very sparse as most users do not 

rate most items. Also recommender systems are used in domains where there are 

many items to choose from. Thus, it might be difficult to find highly correlated users. 

);;> First Rater Problem: When an item is added to the system, it cannot be 

recommended to any user unless a user has rated it before. 

Content-Based systems also suffer from three problems [ Adomavicius et al., 2005] : 

);;> Limited Content Analysis: For some domains, there is no content information 

available, or the content is hard to analyze. 

~ Overspecialization: These systems can suggest only items whose content match 

with the user's profile. If the user has tastes that are not represented in his/her 

profile, that item can never be recommended by the system. 

);;> The Cold Start problem : Content-based systems also suffer with this problem but 

only when the active user is at his/her initial stage of use of system. 

~ Also formulating taste and quality about some new item is not an easy task. 

Strengths of Content-Based systems: 

~ In content-based systems, active user does not have to wait for other users to use 

the system and provide ratings for items in order to receive good recommendations. 

~ First rater problem and sparsity problems are also not an issue for Content-based 

systems, because Content -based systems do not try to match with other users. 

Strengths of Collaborative Filtering systems: 

~ Collaborative filtering systems do not suffer with limited content analysis problem 

as these systems do not look for content. This technique is based on similar users. 

~ Also the problem of overspecialization occurred in Content-based systems is not an 

issue for these systems because the neighbors might have tastes that the active 



user's profile do not represent. This strength is also referred as 'outside the box' 

recommendation ability [ Mooney et al. 2002]. 

)> The problem regarding quality and taste of new items is also partially solved by CF 

systems because taste and quality is entered by the users as ratings. Any item 

regardless of content can be recommended by these systems. This also means CF 

can recommend things from different genres. 

The benefit of demographic recommender systems is that it may not require a history of 

user ratings as required in collaborative and content-based techniques. So these systems 

do not suffer with cold start problem. Still there are not many recommender systems 

using demographic data as it has the problem of gathering the requisite demographic 

information: those users are hesitant to disclose. 

The Strength of utility-based recommendation is that it can factor non-product attributes 

into the utility computation. These systems are also free from cold start and sparsity 

problems as its recommendations are not based on accumulated statistical evidence. This 

approach has more beneficial than other approaches as it can incorporate many different 

factors for recommendations. But the central problem for this technique is to create the 

utility function for each user. 

The benefit of using a knowledge-based system is that there is no bootstrapping problem 

as the recommendations are based on prior knowledge; no learning time is required 

before making good recommendations. Knowledge-based approaches have functional 

knowledge about how a particular item meets a particular user need, and can therefore 

reason about what product meets the user's requirements. But this is also a drawback 

since pure knowledge-based systems can only make pre-coded recommendations and not 

able to adapt to the changing domains or individual user. 



1.4 Hybrid Recommender Systems 

Hybrid recommender systems combine two or more recommender algorithms. The 

reason is to make use of their combined strengths and to level out their corresponding 

weaknesses [ Burke, 2002]. Most of the hybrid approaches are geared towards unifying 

collaborative filtering with content-based filtering under one single framework, 

leveraging synergetic effects and mitigating inherent deficiencies of either paradigm. A 

system called Learning Intelligent Book Recommending Agent (LIBRA), employs 

collaborative filtering along with content based recommendation. 

Burke lists an entire plethora of hybridization methods to compare of recommendation 

algorithms. Table 1.1 shows some combination methods such as Weighted, Switching, 

Mixed, Feature Combination, Cascade, Feature Augmentation, Meta-Level. 

Hybridization method Description 

Switching The system switches between recommendation techniques 
nding on current situation. 

t'Jc:C''''''i.··,,,··. ""'" .• ': .. · · · · · ....... · ,,,, ... ,, .• "·w·."'' 
n;,s;:c.'Mt 

Feature combination Features from different recommendation data sources are thrown 
together into a single recommendation algorithm. 

···g~sc'ade. .,:z .. ;:· .. ~~~~~1i1;;,cotrt,bJ~ .. ~?:ati?~ · ·r~.Un¢s:~:t·~~·"··~~,~B:~~1e?g~~:i?tt<~Ff\P .. by. 

Feature augmentation Output from one technique is used as input feature to another. 

Meta-level The model learned by one recommender is used as input to 
another. .. ·· 

Table 1.1 : Hybridization methods [ Burke, 2002] 



Some examples of Hybrid RSs are: 

• P-Tango system [Claypool et al., 1999] uses weighted combination of collaborative 

and content-based recommendation. 

• The DailyLeamer system is based on hybridization of content/collaborative 

recommenders. If one recommender fails to make good recommendation, then it 

switches to other recommender. 

• The PTV system [Smyth et al., 2000] uses mixed hybrid to amass a recommended 

program of television viewing. 

• Inductive rule learner [ Basu et al., 1998] uses both user ratings and content features 

to recommend movies. 

• The restaurant recommender EntreeC, first uses knowledge of restaurants to make 

recommendations based on user's interests. It uses knowledge-based system at first 

level and Collaborative filtering system at second level [ Burke, 2002]. 

• Amazon.com [ Linden et al., 2003; Mooney et al., 1999], GroupLens research team 

also used feature augmentation hybrid. 

• Fab, the web filtering system, was the first meta-level hybrid system. 

1.5 Multicriteria Recommender Systems 

Recommendations based on multicriteria ratings emerged as challenging and largely 

unexplored issue in the field of recommender systems. Multicriteria ratings provide 

additional information about user preferences for different aspects or components of an 

item. As an example , for movie RS , in addition to the overall rating, Gediminas 

Adomavicius and YoungOk Kwon [Adomavicius et al., 2007] used four rating criteria 

that are story, acting, direction, and visuals. First take the single rating systems where 

user provides single rating for each movie they have seen as presented in Figure 1.1: 



Figure 1.1: Collaborative filtering in a single-rating setting [ Adomavicius et al., 
2007]. 

So traditional user-based collaborative-filtering approach would estimate any rating that 

user u would give to yet unseen movie i according to how user u' who are similar to 

active user u rated movie i. So rating prediction shall be more accurate if system 

determines accurately the true peers of active user. Two dimensional collaborative 

filtering calculates similarity between two users on basis of how their ratings are for the 

movies they both have seen [Adomavicius et al., 2007]. 

Figure 1.1 show this estimation process with a simple example. Suppose we have 

five users u1 , ... , us and five movies i1 ..... ,is. and assume that the recommender system 

needs to estimate how much the active user u1 would like movie is. The traditional 

collaborative-filtering approach finds the users that are closest to u1 who have seen 

movie is. In this case, we can figure out that user u2 and u3 are perfect matches for user 

u1 because their ratings for common movies are exactly the same. User u2 and u3 rate 

movie i5 as 9, the system will result the value of target rating R(u1,i5) as 9. 

Now we take the whole scenario in multicriteria setting. In this setting, we assume 

that the system also ask the user to provide the feedback about movie on four specific 

criteria- story, acting, direction, visuals and overall rating in this case is simple average 



of the four individual criteria ratings as shown in Figure 1.2. This additional information 

helps us to figure out that user u2 and u3 are very much different in their tastes and 

preferences from active user u1, even though their overall ratings are perfectly same. 

User u4 and u5 are much better matches for user u1 in this example. 

Figure 1.2: Collaborative filtering in a multicriteria setting, where the overall rating for 
each movie I is a simple average of four rating criteria [ Adomavicius et al., 2005] : story, 
acting, direction, and visuals. 

So the system will predict a value of 5 for the target rating R(u1,i5) as both users u4 and 

u5 rate movie i5 as 5. 

Therefore, recommendation accuracy can be improved by incorporating multicriteria 

ratings in recommendation algorithms. Each user has different preferences, so 

importance of each criterion in multi-criteria system varies from user to user. These 

preferences can be represented in the form of weights for various criteria. We have 

explored Analytical Hierarchical Process (AHP) to compute these weights. Alternatively 

we have employed Genetic Algorithm to learn these weights for each user. 

Analytical Hierarchical Process 

Analytical hierarchical process (AHP) allows decision makers to model a complex 

problem into a hierarchical structure showing the relationship of the goal, objectives 

(criteria), sub-objectives and alternatives. Analytical hierarchical process enables 



decision makers to derive ratio scale priorities or weights as opposed to arbitrarily 

assigning them [ Forman et al., 200 1]. 

Genetic Algorithms 

John Holland [ Holland , 1975} introduced a method of studying natural adaptive 

system and designing artificial adaptive systems based on Darwinian natural selection 

and Mendelian genetics. This method eliminates weak elements by favoring retention of 

optimal and near optimal individuals (survival of the fittest), and recombines features of 

good individuals to perhaps make better individuals. Genetic algorithms (GAs) use this 

method to search the representation space of artificial adaptive systems, that represent a 

problem's search space as sequences (strings) of symbols chosen from some alphabet 

( usually a binary alphabet). The algorithm performs optimization by manipulating a 

finite population of chromosomes. In each of a number of cycles called generations, the 

GA creates a set of new chromosomes by crossover, inversion, and mutation, which 

correlate to processes in natural production. 

1.6 Thesis Roadmap 

The rest of the thesis is organized as follows. Chapter 2 presents relevant background 

information on Multicriteria recommender systems, Genetic Algorithm technique and 

analytical hierarchical process . The proposed Multicriteria Recommender System is 

discussed in chapter 3. Experimental results are presented in chapter 4. Finally, chapter 5 

presents conclusions and future work. 



Chapter 2 

BACKGROUND AND LITERATURE REVIEW 

In this chapter, we focus on extending the concept of single criterion ratings to multi

criteria ones, i.e., an item can be evaluated in many different aspects. Different weights 

for all criteria have to be provided to reflect the relative importance while making 

decisions among all the alternatives. We have also described two techniques, Genetic 

Algorithms and Analytical Hierarchical Process, that are used to calculate weights of 

different criteria [ Lee et al. 2007]. 

2.1 Multicriteria Recommender Systems 

As recommendation systems emerge as an independent research area, the rating structure 

plays a critical role in recommendation process. Particularly where recommendations are 

based on the opinion of others, it is crucial to take into consideration the multiple 

criteria that affect the users' opinions in order to make more effective recommendations 

[Manouselis et al., 2007]. Most of the current recommendation systems deal with single 

criterion ratings, such as ratings of books etc. Nevertheless, in some applications, such 

as movie recommender systems and restaurant recommendation systems, it is vital to 

incorporate multi-criteria ratings into recommendation methods to mcrease 

recommendation accuracy [Adomavicius et al., 2005]. This extension of multi-criteria 

ratings has significant impacts on existing recommendation techniques. Multicriteria 

recommender systems intend to find items that are most useful to each user like single

criteria rating systems. So, the system must be able to predict each item's overall rating 

for each user so that items can be compared on the basis of their overall ratings and 

recommend the best items to the users [ Li et al., 2008]. 



In single-criteria rating systems, the extent to which user is interested in an 

item can be represented in 2D User x Item space. In multi-criteria framework, a 3-order 

tensor is used to represent 3D User x Item x Criterion data. More formally, the general 

form of rating function in multicriteria recommender system is 

R: Users x items --+ R0 x R1 x ... .. . ... .. x Rk 

where R0 is the set of possible overall rating values, and R; represents the possible rating 

values for each individual criterion i (i= 1, ... ,k) on numerical scale [ Adomavicius et al., 

2007]. 

2.1.1 Incorporating Multi-Attribute Utility Theory in Collaborative 
Filtering Approach 

Multi-Attribute Utility Theory is a decision making method used when decision maker 

has to take several competing objective into account. It is a normative/prescriptive 

method because it tells what we should do [Schmitt et al., 2002]. 

Engaging Multi-Attribute Utility Theory (MAUT) in Collaborative filtering 

approach [ Manouselis et al., 2006a ; Manouselis et al., 2006b] , the recommendation 

problem can be defined as a decision problem with multiple variables, called multi

attribute collaborative filtering in the following way. The multiple attributes describing 

an item s are defined as a set of criteria which are used to evaluate the item. In this 

theory, the utility function Uc(s) is referred to as total utility of an items, which can be 

calculated by synthesizing the partial uti! ities of item s on each one of the criteria. 

Assume that there is no uncertainty during decision making , the total utility of a item 

s E S for a user c E C can be expressed as: 



where uf (s) is the partial utility function of the item s on criterion g; for the user c, 

gf (s) is the evaluation that user c has given to item s on criterion g; , and w/ is the 

weight indicating the importance of criterion g; for the particular user c, with: 

~!I 1 w~ == 1 £z= l 

Taking full advantage of multicriteria ratings in recommender systems, Gediminas 

Adomavicius and YoungOk Kwon presents two new approaches i.e. Similarity-based 

approach and Aggregation-function-based approach that involves multicriteria ratings 

[ Felfemig et al., 2007]. Different weights have to be provided for all criteria to reflect 

the relative importance when making decisions among all the alternatives. The major 

difficulty is that the weights of diverse criteria vary with different user and vary with 

time. For example, some people give price as topmost priority when choosing 

restaurants, while other may not think so. Consequently, a proper recommendation 

technique should not make an assumption that the weights of all criteria are time-variant 

and exactly known. We have used two popular techniques to calculate weights for all 

criteria [ Lee et al. , 2007]: 

~ Analytical Hierarchical Process 

~ Genetic Algorithms 

Until recently, the most common aggregation tool used in multi-criteria decision-making 

is the weighted arithmetic mean, movies are then ranked according to the aggregated 

scores they have been assigned [ Plantie et al., 1996 ]. 

2.2 Introduction of Analytical Hierarchical Process 

''Analytical Hierarchy Process (AHP) is an approach to decision making that involves 

structuring multiple choice criteria into a hierarchy, assessing the relative importance 

of these criteria, comparing alternatives for each criterion, and determining an overall 

ranking of the alternatives", 

rit~~~l 



The concept of AHP was developed, amongst other theories, by Thomas 

Saaty, an American mathematician working at the University of Pittsburgh. AHP is a 

comprehensive, logical and structured framework that allows to improve understanding 

of complex decisions by decomposing the problem. This method has been found to be an 

effective and practical approach for complex and unstructured decisions. The decision

maker judges the importance of each criterion in pair-wise comparisons. The result of 

AHP is a prioritized ranking or weighting of each decision alternative [ haq et al., 2005]. 

Basically there are three steps for considering decision problems by AHP : Constructing 

hierarchies, comparative judgement , and synthesis of priorities, described as follows: 

•!• Establishment of a structural hierarchy 

The AHP begins with the development of decision hierarchy with an objective, 

alternatives and criteria. The objective or the overall goal of the decision is represented 

at the top level of the hierarchy. The criteria and sub-criteria contributing to the decision 

form intermediate levels. Finally, the decision alternatives or selection choices are 

represented at the last level of the hierarchy ( Figure 2.1 ). 

Objectives 

&ID
Objectives 

r:::::J c::::J c::::l r:::::J = .::::1 t:::l t:::l 
r:::::J c::::J c::::l r:::::J 
t:::l c::::J a::::::J c::= 

Figure 2.1: Decision Hierarchy 



•!• Establishment of comparative judgements 

Once the hierarchy has been structured, next the decision-makers individually express 

their opinions regarding the relative importance of the criteria and preferences among 

the alternatives using pair-wise comparisons. The pair-wise comparisons generate a 

matrix of relative rankings for each level of the hierarchy. The number of matrices 

depends on the number elements at each level. The order of the matrix depends on 

number of elements at the lower level that it links to. 

•!• Synthesis of priorities and the measurement of consistency 

After all matrices are developed and pair-wise comparisons are obtained, these 

preferences undergo a synthesis process to calculate priority weight vector for the 

criteria, global weights, and maximum eigenvalue (A. max) for each matrix. Also check 

the consistency property matrices to ensure that the judgements of decision makers are 

consistent [ Steiguer et al., 2003 ; Haq et al., 2006]. 

By aggregating the relative weights of decision elements, we can obtain an overall rating 

for the alternatives. 

2.2.1 Why AHP uses Eigenvalues and Eigenvectors 

Assume we already knew the weights of all criteria, then we can express them in pair

wise comparison matrix as shown: 

H'1 I w1 1v1 I w2 

W2 I wt 
I 

111
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w /11· n 2 
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111 I H3 
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11: I w. " , 

w2 lw, 

li3 I 11·~. 
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To fmd out the vector of weights given these ratios, we can take the matrix product of 

the matrix A with vector w [ Forman et al., 2001]: 

Hi /ttj H) I w2 wlw I 3 l1j; ll~ 11) nw1 

u2 /w1 w2/w2 w2/u3 w2/lt'n Ul nw2 

w3/wt w3 /1t1
2 wlw 3 3 tv I w 

3 " 
w3 lnl) 

* = 

w lw wn n n 1111~ 

A *'"' = nw 

If we knew A, but not w ,we could solve the above for w. The problem of solving for a 

nonzero solution to this set of equations is known as an eigenvalue problem: 

Aw=A.w 

Notice that each column of A is a constant multiple of w. Thus, w can be obtained by 

normalizing any column of A. 

The matrix A is said to be strongly consistent if 

aikakj = aij for all i, j. 

For the inconsistent case, the eigenvalues problem can be solved as: 

A w=A-max w 

2.2.2 Strengths and Drawbacks of AHP 

The strengths of using AHP are 

•!• Flexible tool : This technique is very flexible as it make decisions through 

multiple and conflicting criteria. It also takes care of qualitative and quantitative aspects 

of a decision. 



•!• Robust : AHP is considered as robust as it captures both subjective and objective 

aspects of a decision. It also keeps a check on consistency of the decision maker's 

evaluations. 

•!• Easy to implement : This technique require only a few matrix manipulations. So 

it is very easy to implement AHP for weight calculations. 

There are few drawbacks also associated with this technique-

•!• Every evaluation in AHP require to express how well two criteria are compared 

to each other. This type of comparative data is difficult to obtain. Also the number of 

pair-wise comparisons grows quadratically with the number of criteria and scenarios. 

2.2.3 Example of Application 

Lets take the decision of buying a best car and there are three alternatives Ford Taurus, 

Lexus and Saab 9000. The criteria and sub criteria for choosing a car are represented in a 

hierarchy as shown in Figure 2.2. 

I 

Figure 2.2: Example of buying a car 
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Pairwise Comparison 

Pairwise comparisons are fundamental to AHP. To build the judgement matrix, two 

types of comparisons are made: which criterion is more important and how much it is 

important than other criteria. The following table show the numerical ratings 

recommended for verbal preferences. We ask the user to state preference between cars 

considered two at a time (Pairwise) starting from lowest sub criteria. For example, 

purchase cost (P) and Maintenance cost (M), P and gas Mileage (G), M and G. A 3-3 

matrix is formed from these comparisons. In the same way, other sub-criteria under the 

same criteria are compared and same process will go on until we achieve the goal. 

The Table 2.1 shows the numerical ratings recommended for the verbal preferences 

expressed by the decision -maker. This is generally used scale. 

Verbal Preference Numerical Rating 

very strongly to extremely 

, ,,.. < .. :_y¢I?'~tton~ly •• 
' . -- .... ' . ,.,, - . ·-::: ·.: ·.·.:·:: ~- : . - . 

. _Mo(kratety 3 

Equally to moderately 2 

Equally 1 

Table 2.1: 1-9 Scale 



Suppose we get the following matrix: 

p M G 

p 1 3 5 

M 1/3 1 3 

G 1/5 1/3 1 

Ratings mean that P is 3 times more important than M and P ts 5 times more 

important than G. What's wrong with this matrix? 

The ratings are inconsistent 

Ratings should be consistent in two ways: 

(1) Ratings should be transitive:- That means that If A is better than B and B is better 

than C then A must be better than C 

(2) Ratings should be numerically consistent :- In car example we made 1 more 

comparison than we needed We know that P =3M and P = 5G 

~ 3M=5G c:::::::::> M=5/3G 

So consistent matrix for the car example would look like: 

p M G 

p 1 3 5 

M 1/3 1 5/3 

G 1/5 3/5 1 

Note that matrix has Rank= 1, that means that all rows are multiples of each other. It is 

easy to compute weights of this matrix. As rows are multiples of each other, we can 

compute weights by normalizing any column. 

• We get W P = ~~ = 0.65, W M = i3 = 0.22, W G = 2~ = 0.13 

Weights for inconsistent matrix is obtained by computing for the inconsistent matrix 



p 

M 

G 

p 

1 

1/3 

1/5 

M 

3 

1 

1/3 

G 

5 
- A 

3 

1 

We need to solve the equation: Aw = l maxW , where w is vector of weights. 

By solving det ( A - M ) = 0 We get: l max= 3.039 . Eigen vector or weight vector 

corresponding to A max= 3.039 and normalize are Wp =0.64 , W m = 0.26 W g = 0.1 0. 

2.3 Genetic Algorithm Approach 

Genetic algorithm (GA) Approach is an artificial intelligence procedure inspired by 

Darwin's theory of evolution. GA uses the idea of survival of the fittest by progressively 

accepting better solutions to the problems [Min et a1.,2005]. Each individual solution in 

GA is represented by a string called the chromosome. The key feature of a GA is the 

manipulation of a population whose individuals are characterized by possessing a 

chromosome. Each chromosome is a simple coding of a potential solution to the 

problem domain. With successful generations of population through reproduction and 

recombination operators such as mutation and crossover, the overall quality of the 

population as assessed by the fitness function improves [Lim et al., 1996]. Reproduction 

is an exploitative mechanism. Exploiting is achieved by favoring chromosomes that are 

more fit so as to get better chances of converging towards an optimal region. Crossover 

and mutation are two recombination operators used for reproduction and to explore the 

search space. Crossover is a simple but exploratory tool that is capable of retaining and 

propagating what is learnt from previous generations. Mutation, on the other hand, offers 

a mechanism to maintain the population diversity. A good Genetic Algorithm is one that 

is intelligent enough to strike a balance between exploitation and exploration, achieved 

by assigning proper values to GA parameters such as population size, probability of 

crossover and mutation. 



The structure for simple GA approach is shown in Figure 2.3 

Start--~ 
Generate initial 

population 

Evaluate 
fitness function 

Yes Best individual 

No 

Generate Selection 
new population I 

Crtssover 

M~ation 

Figure 2.3 Genetic Algorithm 

Steps to follow for GA approach are: 

Result 

1) Create a population of random individuals in which each individual represents a 

possible solution to the problem at hand. 

2) Evaluate each individual's fitness- its ability to solve the specified problem. 

3) Select individual population members to be parents. 

4) Produce offspring by recombining parent material via crossover and mutation and 

add them to the population. 

5) Evaluate offspring's fitness. 

6) Repeat steps (iii)- (v) until a solution with the desired fitness goal is obtained. 



2.3.1 Chromosome Representation 

In Genetic Algorithms, a chromosome is often represented by a fixed-length of genes, 

where each gene is a small part of a candidate solution. Chromosome can be represented 

in a number of ways i.e. alphabets or string of bits, so that each gene can take on either 0 

or 1 (Figure 2.4). 

ltloltltloltltloltltl 

Figure 2.4: Example of the binary encoding traditionally adopted with the GA. 

2.3.2 Fitness Function 

The most important concept of Genetic Algorithm is the fitness function. GA is driven 

by the fitness measure. Fitness function depends on the type of problem and varies 

greatly according to the problem. The fitness assigns a value to each chromosome in the 

population. This fitness function actually determines which chromosome will continue 

to exist in the next generation. The value of this fitness function is the basis for selection 

strategy so its choice is very vital. 

2.3.3 Selection methods 

The selection is a two-step process: 

• Firstly, calculate the fitness value for each chromosome. 

• In the second step, assign a probability for each chromosome in the population. 

Selection process allows strings with higher fitness to appear with higher probability in 

the next generation. There are numerous ways to select a chromosome to be replicated to 

the population, including fitness proportionate selection, tournament selection, steady 

state selection, rank based selection, and as an addition to many selection methods an 

elitism approach, which force the GA to keep some number of the best individual at each 

generation. 



2.3.4 Genetic Operators 

Genetic operators are one of the most significant components of GA. Genetic operators 

are applied to individual that are chosen probabilistically from the population on the 

basis of fitness. Two basic operators that mainly influence the performance are: 

•!• Crossover operator 

Crossover operation is performed between two selected individuals, called parents, by 

exchanging parts of their strings, starting from a randomly chosen crossover point. This 

operator tends to enable to the genetic algorithms to move towards promising regions of 

the search space. There are several ways of performing crossover. The simplest is the 

one-point crossover. The two parents involved in crossover are determined via 

probability of crossover Pc. A certain chromosome is going to be selected for crossover 

if a random generated number is smaller than Pc. Crossover point is also selected at 

random between 1 to the length of string and exchange all bits of two parents after 

crossover point as shown in Figure 2.5 . 

. . 
Parent 1: It I olt ltl o~ olt ltl o ltl ~i~l tl olt ltl o I til I oj1 ltl 

Parent 2: I o I tl o I tl 1 i tl 1 I ol 1 I II ~~ 0 I II 0 I II 1 I oj 1 I tl 0 I II 

Figure 2.5: Crossover operator 

•!• Mutation operator 

Mutation operator act on a single individual at a time. Mutation replaces the 

value of a gene with a random-generated value. Mutation helps to increase the genetic 

diversity of the population and to avoid the local convergence problem. P rn is the 

probability of mutation and it tells if a certain chromosome undergoes a mutation. A 



random number is generated and if it is smaller than P m' the mutation is going to be 

applied to the chromosome. 

Parent I o I 1 I o I 1 I 1 I o I 1 I 1 I o I 1 I offspring:! o I 1 I o I 1 I 1 It I 1 I 1 I o I 1 I 

Figure 2.6: GA Mutation 

It is implemented by selecting a random string location and changing its value from 0 to 

1 or vice versa, as shown in Figure 2.6. 



Chapter 3 

A FRAMEWORK FOR MULTICRITERIA RECOMMENDER 

SYSTEMS 

Multicriteria recommender systems have the advantage that they consider more 

than one criterion that may affect the potential user's decision. Multicriteria rating 

systems have more information about the users and items to use in recommendation 

process. So multicriteria ratings for an item can provide us more precise approximations 

to the similarity between two users since they give a good insight into why users like the 

item whereas single-criteria rating (overall rating) can only tell us how much user like it 

[ Manouselis et al., 2006a; , Li et al., 2008]. Multicriteria ratings correspond to user 

preferences for different components of an item, such as story, acting, direction and 

visuals in the case of movies. So we cannot assume an item's overall rating is 

independent of other criteria ratings; rather it serves as some aggregation function f of 

the item's multicriteria ratings [ Adomavicius et al., 2007]: 

( 3.1) 

In movie recommendation application, as a specific case, we are using aggregation 

function/as 

(3.2) 

where r 0 is the overall rating and r 1, r 2, r 3 ,r4 are the ratings for four criteria ( story, 

acting, direction, visuals) with corresponding feature weights Ws, WA, WD, Wv. These 

weights represent the priority that user offer to the criteria while selecting movie. For 

instance, in this application, story criterion might have a high priority i.e. movies with 

high story ratings are liked on the whole by some users, regardless of other criteria 



ratings. So if system finds that movie's story rating is high, it must predict that overall 

rating will also be high in order to be accurate. 

3.1 Feature Weighting 

We have used following two feature weighting methods that work on different type of 

data to compute weights and experiments are conducted to compare these two methods 

on the data set of hindi movies collected through survey due to non- availability of an 

appropriate data set . 

3.1.1 Eigen Vector method : 

Eigen vector method works on comparative data. For example, in mov1e 

recommendation application, we have four criteria i.e. story, acting, direction and 

visuals. We carried out a survey and collected data as shown in Table 3.1: 

Story- Story- Story-Visuals Acting- Acting-Visuals Direction-
Acting Direction Direction Visuals 

3:2 3:2 7:3 3:2 7:3 7:3 

Table 3.1 : Comparative Data for Eigen Vector Method 

This data represent that this particular user prefer story 3/2 times than acting, story 3/2 

times than direction, story 7/3 times than visuals and so on. 

Main steps to compute feature weights using Eigen vector method : 

I. Matrix Construction: The above data can be represented in the form of a matrix 

as 

Shown below: 

s A D v Here 

s 1 3/2 3/2 7/3 S =Story 
A 2/3 1 3/2 7/3 A=Acting 

A= D 2/3 2/3 1 7/3 D = Direction 
v 3/7 3/7 3/7 1 

V =Visuals 



II. Calculate A max :Next step is to calculate maximum eigenvalue .A max. For this, 

We need to solve the equation: Aw =.A maxW , by eigenvector method where w is 

vector of weights. 

By solving det ( A-).] ) = 0 We get: A. max= 4.04 . 

III. Check Consistency: we need to check the consistency property of matrices to 

ensure that the judgements are consistent. For consistent judgement we need that 

consistent ratio must be less than 0.1. To compute the consistency ratio, we follow 

the following steps: 

A,max - n 
• Compute Consistency Index ( C.I. ) = 

n -1 

From movie example : 

C.I. = (4.04- 4)1 (4-1) = 0.041 3 = .013 

• Another measure compares C.I. with randomly generated ones (Table 3.2) 

C.R. = C.l. I R.I. where R.I. is the random index 

Table 3.2: Random Index For Consistency Measure 

For movie example: 

C.l. = 0.013 

n = 4 

R.I. = 0.89 (Table 3.2) 

So, C.R. = C.l. I R.I.= 0.013 I 0.89 = 0.0146 

As C.R < 0.1 therefore this indicates sufficient consistency. 

So -yve need to check each user's matrix for sufficient consistency. 

(3.3) 

(3.4) 



IV. Calculate Weights: Weights for all criteria are obtained by calculating eigen 

vector ( weight vector) corresponding to A. max i.e. 4.04 in this particular 

example. 

Eigen vector or weight vector corresponding to and normalize are 

Ws =0.35 , W A= 0.28 , W0 = 0.34, Wv= 0.13 

In this way we get weights for all the users. But one problem with this technique is 

that it is difficult to get this type of data. Also sometimes the data is so inconsistent that 

it does not provide consistent judgement. 

3.1.2 Genetic Algorithm Approach 

Second technique used to evolve feature weights for active user is Genetic Algorithms 

(GA). This technique works on user provided multicriteria ratings for different movies. 

An elitist genetic algorithm approach chosen is chosen for this task where a quarter of 

the best individuals in the population are kept for the next generation [ Ujjin et al., 2004]. 

The chromosome representation for weights and fitness function used by this technique 

are described below: 

);> Chromosome Representation: We need to find weights for four criteria in the 

movie recommendation dataset. A simple unsigned binary genetic encoding is used 

in this implementation, using 3 bits for each of the four criteria. For example (Ws = 

5, W A= 2, W0 = 4 & Wv =3) is encoded as shown in Figure 3.1. 

Story (Ws) Direction (W o) Visuals (W v) 

Figure 3.1 : Chromosome Representation for Weights 



The binary encoding is mapped to the decimal values and feature weights are then 

calculated from these real values. Weighting value for each criterion can be found by 

dividing the value by the total value. The sum of all the weights will then add up to 

unity [ Ujjin et al., 2004]: 

Normalize 
Ws WA Wo Wv 

0.36 0.14 0.29 0.21 

);;>- Fitness Function: The choice of a fitness function is usually very specific to the 

problem under consideration. Calculating the fitness for this application is not trivial. To . 

find the fitness score for the evolved set of weights, first map the binary chromosome is 

mapped to decimal and normalized to get the set of weights corresponding to four 

criteria. We predict the overall rating through formula ( 3.1) i.e. 

ro' = Wsri + WA r2+ WD r3 + Wvr4 

(3.5) 

r0' is calculated for all rated movies by the user and predict overall rating for each 

movie. The average of the difference between the actual ( r0) and predicted ratings (ro'J 

for all the movies in the data set of the given user give the fitness score for that set of 

weights [ Ujjin et al., 2004]. This is a case of minimization problem and therefore low 

fitness score signify that the weights are more fit for the user. 

Steps employed to learn weights for movie recommender system are: 

a) Initially a set of 20 chromosomes representing weights for four criteria 1s 

randomly generated. 



b) The fitness of each chromosome in the population is evaluated using a fitness 

function described above and all chromosomes are arranged in ascending order of 

fitness. 

c) For each generation, 

• A new population is generated by selecting chromosomes by selecting 

chromosomes pair-wise from top eight chromosomes of the population and 

Crossover is performed and Mutation is performed on the last two 

chromosomes at randomly generated points. This gives us 10 new 

offspring that would replace the last 10 chromosomes having high fitness 

score. 

• Now, fitness of all 20 chromosomes is calculated using formula (3.5) and 

arranged all in ascending order of fitness. 

d) Process is terminated when solution becomes stable and not changing with further 

iterations. It is observed that after 200 iterations, the solution becomes almost stable 

for most of the users. 

3.2 Collaborative Filtering for Multicriteria Ratings 

To explore the affect of multicriteria ratings in recommender systems, we had collected 

multicriteria ratings for 25 movies from 100 users through a survey . One such sample 

is shown in Table 3.3: 

s. Movie Overall Story Acting Direction Visuals 
No. 

ratine 
1 Sholay 7 8 8 7 5 
2 Hum Aapke Hain Kaun 6 7 7 6 5 
3 Dilwale Dulhaniya Le Jayege 8 8 8 8 7 
4 Raja Hindustani 5 5 6 6 5 
5 Dil Toh Pagal Hai 6 5 7 7 6 
6 Kuch Kuch Hota Hai 8 7 9 8 7 
7 Kaho Na Pyar Hai 7 7 7 8 7 



8 Hum Dil De Chuke Sanam 8 7 9 8 6 
9 Hera Pheri 9 8 9 9 7 
10 Golmaal( old) 8 8 9 8 7 
11 Golmaal(New) 8 7 8 7 6 
12 Chak De India 8 8 8 8 6 
13 OmShantiOm 6 5 8 8 7 
14 Welcome 6 6 7 6 4 
15 Taare Zameen Par 9 9 9 9 6 
16 Rang De Basanti 8 8 8 7 5 
17 Jo Jita Wohi Sikandar 8 8 9 8 6 
18 Yuva 7 7 8 7 5 
19 Kabhi Khushi Kabhi Gham 8 8 8 9 8 
20 Dhoom 1 7 8 7 7 8 
21 Dhoom2 8 9 8 8 8 
22 Krish 6 5 7 8 8 
23 KoiMil Gaya 8 8 7 8 8 
24 Phir Hera Pheri 3 3 7 4 1 
25 BhejaFry 7 7 7 5 4 

Table 3.3 : User 's Multicriteria Ratings sample 

To perform comparison between single criteria and multicriteria rating systems, all the 

movie items that the active user has seen are partitioned into two datasets: a training set 

(4/5) and a test set (1/5). Before proceeding with multicriteria rating technique, we first 

observe how single-criteria recommender systems make predictions and recommend 

movtes. 

3.2.1 Procedure for Single Criteria Recommendations 

In single criteria recommendation approach, cosine-based similarity is used to measure 

similarity of active user with other users. 

We can calculate cosine-based similarity between user u and u' as follows: 



sim .. 
1,] 

( 
~ r. kr.·k J LJ I, ), 

kel(i,j) 

L rJ.:. 2 ~) 
kef (i,j) 

I ( i. j) represent the set of movies rated by both users i and j. 

r ; ,k represent rating by user i for item k. 

r 1 ,k represents rating by user j for item k. 

(3.6) 

Using formula (3.6) , we get a similarity measure varymg from 0 to 1 that 

represents how similar the user j is to the active user i. Here value 0 represents 

completely dissimilar users and value 1 signifies exactly similar users. 

Main steps: 

• Obtain predicted rating ( pr i , k ) for each movie in the test set for active user based 

on the following prediction formula: 

~ sim ... (r. k- ~) ~ 1,] ], J 

pr.k = r. + j•N(i) I I 
I. I L . szm .. 

jeN(i) l,J 

(3.7) 

r i and ~ represents average rating for user i and j and j belongs to the 

neighborhood set of i . 

• Now, for each movie in the test set: 

• Compute the error i.e. ( pr;,k- r;.k) for each movie. 

• Compute Mean Absolute Error (MAE) for active user u; based on the 

formula: 

(3.8) 

where Si is the cardinality of the test ratings set of user u;. The total MAE 

over all the active users, NT can be calculated as 



1 NT 

MAE=-"LMAE(u,.) 
NT i=l . 

(3.9) 

MAE value is used for comparing single and multicriteria rating systems. 

Lower MAE corresponds to more accurate predictions ofRS technique. 

3.2.2 Collaborative Filtering with Multicriteria Ratings 

In the case of multicriteria ratings also, we divided the data into two sets: training set 

( 4/5) and test set (1/5) as in single criteria recommendations. Neighborhood formation 

involves training set and rating predictions are made using test set. A four step 

approach used to generate recommendations based on multicriteria ratings for movie 

application is explained below: 

Step 1: Predict multicriteria ratings. First we consider the multicriteria rating 

problem of movie recommendation with four criteria as 4 single - rating 

recommendation problems and estimate unknown ratings for each individual criterion 

in the same way as in single criteria recommendations done in section 3.2.1. This step · 

provides estimated ratings for all the four criteria ( r/, r/, r/, r/) for each movie in 

the test set of active user [ Adomavicius et al., 2007]. 

Step 2: Feature weights. Ws , WA, W [), W v can be obtained using any of the techniques 

given below depending on the availability of data: 

• EigenVector method (details in section 3.1.1) 

• Genetic Algorithms ( details in section 3.1.2) 

Step 3: Predict overall ratings. We compute overall rating r0 ' for each movie in the 

test set directly by using formula (3.1) i.e. 

ro'= Wsr/+ WAr/+Wor/+ Wvr/ 



Step 4: Compute MAE. We first compute error ( pr;,k- r;,k) for each movie and 

averaging the error for all the movies in the test set gives Mean Absolute Error (MAE) , 
I.e. 

Total MAE over all the active users NT is calculated using formula (3.9) i.e. 

1 Nr 

MAE=-"LMAE(u) 
NT i=l 



Chapter 4 

EXPERIMENTS AND RESULTS 

We have conducted two experiments for computing weights ( using Eigen vector method 

and Genetic Algorithms ) and for Collaborative Filtering using multicriteria ratings. In 

order to conduct our experiments, we are using data set obtained through survey , for 100 

users and 25 movies with four criteria i.e. story , acting , direction and visuals . 

4.1 Experiment to compute criteria weights 

In this experiment we compute weights for four movie criteria through two techniques : 

a) EigenVector method: Eigenvector method is used for computing feature weights 

as described in section 3.1.1. In this experiment we implem~nt Eigen vector method 

over entire users' database. 

The system first compute feature weights for four criteria of movies for all the users. 

Thereafter it picks the movies, from the data set of each user , one by one and predicts 

overall rating r0 for them using formula 

ro = Wsr/ + WA r/+Wo r/+ Wvr/ 

Mean Absolute Error is computed for each active user using formula 

1 25 

MAE (u;) =-I lpri,k- ri,kl 
25 k=l 

b) Genetic Algorithm Approach : An elitist genetic algorithm is used in this 

experiment for evolving features' weights using movie dataset. A simple unsigned binary 

encoding is used in this implementation, using 3-bits for each of the 4 feature. The GA 

begins with random genotypes and evolve weights through method described in chapter 

3, section 3.1.2. 



A supervised learning is used to learn weights. The GA learns weights usmg 

guidance of the actual ratings in the data set of each user. The evolved set of weights is 

employed to find the predicted ratings for each movie in the data set. The average of the 

difference between the actual and predicted ratings of all the movies in the data set is 

used as a fitness score for the set of weights for each user. 

4.1.1 Analysis of the results 

Both of these feature weighting techniques work on entirely different type of data. Any 

of these methods could be used to compute weights depending on the availability of data 

but the data required for Eigen vector technique is not readily available. The 

computational complexity is less in case of Eigen vector method as compared to GA 

approach but GA performs better in terms of accuracy. Mean absolute error produced 

by Eigen vector method are compared against fitness score obtained through GA to 

check the accuracy of weights. Figure 4.1 and 4.2 show MAE obtained from Eigen 

Vector method and GA for two different sets of fifty users. 
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Figure 4.1 Mean Absolute Error for the first set of 50 users 
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Figure 4.2 Mean Absolute Error for the second set of 50 users 

Clearly accuracy of GA approach is higher than that of Eigen vector method. 

4.2 Experiment to compare Single criteria and Multi-criteria 
Recommendations 

In this experiment we compared single criteria recommendations with multi-criteria 

recommendations. Based on the movie dataset we have used 15 movies to build a user 

model and 10 for testing. We have considered 90 users out of 100 who have rated at least 

13 movies. This dataset is used as a basis to generate nine random splits into training and 

active users. For each random split, 10 users were chosen randomly as active users and the 

remaining 80 users as training users. Such a random separation was intended for the 

execution of nine- fold cross-validation, where all experiments are repeated nine times, 

once with each split. These splits are referred to as split-1 , split-2, .......... , split-9. The set 

of training users (80 users) is used to find a set of neighbors for the active user while the 

set of active users (10 users) is used to test the performance of the system. During the 

testing phase, each active user's ratings are divided randomly into two disjoint sets, 



training ratings ( 60%) and test ratings ( 40%) . the training ratings are used to model the 

user and to supervise the learning process of single and multicriteria RS , whereas the test 

ratings are treated as unseen ratings that the system would attempt to predict. 

Mean Absolute Error is computed using formula (3.8) and (3.9) to evaluate the 

effectiveness of single criteria recommender system and multicriteria recommender 

system. The MAE measures the deviation of predictions generated by the RS from the 

actual ratings specified by the user. 

Lower MAE corresponds to more accurate predictions of the gtven RS. In this 

experiment, all the nine splits of data are used to show the effectiveness of the proposed 

collaborative filtering with multicriteria ratings. 

4.2.1 Analysis of the Results 

The experimental results as given in Table 4.1 and Figure 4.3 show that for 7 out of 9 

splits, the multicriteria rating system performs better than the single criteria rating system. 

Only for split 5 and 8, MAE for single criteria rating is slightly less than that of 

multicriteria rating system. 

Split MAE for Single Criteria Ratings MAE for Multi- Criteria Ratings 

1 1.79 1.78 

2 2.14 1.75 

3 1.89 1.61 

4 1.68 1.58 

5 1.71 1.75 

6 2.01 1.75 

7 1.65 1.58 

8 1.9 2.03 

9 1.77 1.76 

Table 4.1 : Single Criteria versus Multicriteria Rating Systems 
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Chapter 5 

CONCLUSION 

This dissertation presents a collaborative filtering approach with multicriteria ratings and a 

comparison between two weight computation techniques for various criteria. In this 

technique, multicriteria ratings use collaborative filtering approach to predict ratings. 

Genetic algorithms and Analytical Hierarchical Process are used to compute criteria 

weights. 

Experimental results show that there is considerable increase in the accuracy of prediction 

by incorporating multicriteria ratings in collaborative filtering. Also Genetic Algorithms 

gives more accurate weights for various criteria than Analytical Hierarchical Process. 

Future Work 

Further work is required to test the proposed approach on large datasets and other 

domains. In the present work we have assumed the aggregation function for the overall 

rating as a linear combination of the multicriteria ratings and therefore as a future work 

other aggregation functions need to be tried. One of the future research and directions 

would be to incorporate multicriteria ratings into Hybrid RS based on compact user model 

[Al-Shamri et al., 2007] and hybrid user model [Al-Shamri et al., 2008]. 
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