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SYNOPSIS 

I. Simulation may be defined as the discipline where objective is to imitate one or 

more aspects of reality in a way that is as close to that reality as possible. 

Simulation can play an important role during all phases of the design and 

engineering of communication systems, from the early stages of conceptional 

design through the various stages of implementation, testing, and fielding of the 

system. 

2. Simulation of a communication system involves generating sampled values of 

signals and noise, processing these sampled values through discrete time models 

of functionfil blocks in communication systems and estimating performance 

measures. The validity and accuracy of simulation results will depend on the 

correctness of mode1ing and estimation techniques and the length of simulation. 

3. One of the central activities of simulation is to develop "models" for the various 

building blocks of a communication system, as well as for the signal and noise 

process that are the stimuli for any system. The modeling of communication 

systems is the theme of this dissertation work. A model is any description of the 
L 

functioning of an element of the system that forms the basis for the representation 

of that element in a simulation. Ultimately, a simulation requires an executable 

model, which is the actual code in some programming language. This thesis work 

concerns with abstract models, which are the conceptual descriptions that are 

ultimately transformed into executable models. An abstract model may be a set of 

equations, an algorithm, a table, or some other procedure. In this thesis work we 

discuss the modeling of a number of functional blocks that may be found in a 

communication system, although we do not attempt to give a complete exposition 

of all the available topics due to constraint of time and space. We choose a 

representative subset to illustrate modeling and simulation approaches. 
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CHAPTER- I 

INTRODUCTION 

1.1 INTRODUCTION 

There are large number of communication equipments, (63 types to be precise as 

per data summary complied by Headquarters Technical Group EME), used by Armed 

Forces in all types of terrain viz plains, desserts, Jungles, Mountains and snow bound 

areas. All these communication equipments are designed and tested through various trials 

in all the terrains of the country for their optimum performance before inducting in 

Armed Forces. All these equipments involve Analog and Digital systems. 

Simulation can play an important role during all phases of communication 

systems, from the early stages of conceptual design through the various stages of 

implementation, testing and fielding of the system . 

The validated simulation model can be used to predict the End of Life (EOL) 

performance of the system using postulated characteristics of key components due 

to aging. The validated simulation ~ode! can also be used during operational 

stages fOI"-trouble shooting and for providing answers to, "what if" scenarios e.g 
. -- --~---' . 

'· ~ 

a simulation program including digital filter to model the transmitter, detector and 

the transmission channel may attempt to answer the following questions. What 

frequencies should be used for more reliability? What detector is suitably reliable 

but reasonably expensive or fast?. To investigate the complicated effects of 

interference can be added to the transmitted signal and the resulting characteristics 

of a given detector can be examined. All these procedures can be performed on 

computer wit~out taking the equipment to farflung places. 



1.2 AIM 

The objective of this thesis is to develop "models" for the various building blocks 

of a communication system, which forms the basis for simulation. 

1.3 METHODOLOGY 

Chapter I gives the introduction, aim and outline of the thesis. 

Chapter II encompasses modeling of generic communication system in its section 

as follows. 

Section 2.1 gives introduction to modeling of communication systems with a 

blocks diagram of a "generic" communication system in the sense that virtually 

any communication system can be specified as a particular case of this block 

diagram. 

Section 2.2 gives the stimuli or driving functions modeling in communication 

system for Analog and Digital signals both. 

Section 2.3 give the models of source Encoders of Decoders. 

Section 2.4 gives the models of baSeband Modulation. 

Section 2.5 gives models of RF modulation 

Section 2.6 gives models of Demodulation including coherent and Noncoherant 

Demodulation both 

Section 2. 7 gives models of Filtering 

Section 2.8 gives models of Tropospheric, Rainy atmosphere and Ionospheric 

Phase Channels. 

Section 2. 9 gives the models of Interference. 

Chapter III gives the conclusion and further scope of studies for simulation of 

communication systems and at the end Bibliography is given. 
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CHAPTER- II 

MODELING OF COMMUNICATION SYSTEMS 

2.1 INTRODUCTION 

The simulation of a communication system requires a software representable 

description of the system. The standard description of a system is a block diagram, where 

each block represents a signal-processing operation. The block diagram, as such, is really 

only a signal flow diagram in the sense that it merely indicates the generic type of 

operations that the signal(s) and noise(s) that drive the system are subjected to. While 

there are many different types of communication systems using a wide range of 

technologies, information transmission in all communication systems takes place through 

a series of basic (or generic") signal-processing operations. The following operations are 

fundamental to all communication systems (although, in a given system, not all 

operations need appear); source encoding and decoding, modulation and demodulation, 

multiplexing, error control coding/decoding, filtering (fixed and adaptive), and 

synchronization. Although many of these terms are usually associated with digital 

transmission, they can in some cases also be given a meaningful interpretation for 

analog. Figure 2.1 (adapted from Ref.l) shows a block diagram of a "generic" 

communication system in the sense that virtually any_ communication system can be 

specified as a particular case of this block diagram. 

' 
We take the functions to be modeled as those generic-processing operations given 

in Figure 2.1. indicate, where applicable, the ways in which we can characterize nonideal 

behavior. 

3 



2.2 INFORMATION SOURCES 

The stimuli or driving functions in communication systems ate the outputs of 

various sources of information, noise, and interference. Outputs of these sources may be 

random processes or deterministic functions and they may be analog or digital in nature. 

The term "signal" is traditionally used to refer to the output of information sources, and 

the "signal component" of an observed waveform contains information of interest. Thus 

the terms "signal" and "information" are synonymous. Examples of analog signals 

include a sinusoidal tone, the output of a microphone or of a TV camera. Digital signals 

are those which contain embedded digital sequences; that is, the information to be sent 

is digital (discrete), but the method of transmission may involve analog waveforms. 

Noise and interference rel!resent the undesirable components of a waveform. 

Noise arises due to natural causes and interference is man made. Interference may be 

unintentional (e.g. hum due to harmonics in a power supply, cross talk due to 

nonlinearities, etc.) or it may be intentional (e .. g, jamming). 

The commonly used models of signals and noise are discussed in the following 

secti,9ns. While there is a clear dichotomy between the contents of signals (information) 

and ,noise ;{u_~less), the models of signals and noise used in simulations are not 

. necessarily dichotomous. For example, a tone might be used to represent a signal or 

interference, Similarly, we may use a band-limited Gaussian processes to model both 

signals and noise. 

4 



2.2.1 Analog Signals 

Analog signals are usually specified in terms of their power spectral density and 

amplitude distribution. For simulation purposes, an analog signal is normally modeled 

either by sampled values of a single tone, the sum of tones, or a filtered random process. 

Sometimes a combination is also used to creat~ a test signal. 

Single Tone. Single tones (usually called test tones) are' perhaps the most common 

test signal used in communication systems. For simulation purposes we must of course 

use sampled values of the test tone. Thus, the discrete-time signal 

X(~)= A cos(2?rf0~ + 0) (2.2.1) 

is used to represent a test tone within a simulation. The sequence of sampling instants 

{ 4} is always equidistant in simulation, and separated by the sampling interv'al T., i.e., 

4 = k:T8 • The amplitude A, an.frequency f0 are varied to obtain the so-calied swept 

frequency response and the swept power response of the system. In theoretical models, 

the angle fJ is usually assumed to be uniformly distributed over [0,2?r]. However, the 

response of a system is not normally sensitive to the value of 8, hence, for simulation 

purpose the angle 8 is usually fixed at an arbitrary value. In bandpass systems, the tone 

frequency f0 is offset from the center frequency t::. That is, the sampled tone has the form 

In either case, the sampled complex envelope representation used for simulation 

IS 

X (k) = A exp (27fjkfJfs) exp (jO) (2.2.2) 

5 



where fs= T; 1 is the sampling frequency. Note that if is typically set at 8 to 16 times 

· f0• It is necessary that f. be an integer multiple of f0 in order that the sampled sinusoid 

be periodic. 

Multiple Tones : A set of multiple tones is typically used to evaluate 

intermodulation distortion in nonlinear systems. The complex envelope representation of 

a set of tones has the form 

_ M [ f l X(k) = [ An exp 27rk~ + jen 
n•l f s 

(2.2.3) 

where Clu, en, and fn represent the amplitude, phase, and frequency of the nth tone 

(2.2.4) 

Unless there is known to be a particular relationship among the en, they would be 

assumed independent and uniformly distributed over [0,271"]. Thus, a uniform random 

number generator would be called to generate the on. 

Filtered Random Processes. Analog signals that are random (such as· audio and 

video signals) can be simulated using the random process models. These signals; which 

are typically low pass prior to modulation, are specified in terms of their power spectral 

density and their amplitude distribution, which is assumed to be Gaussian in many cases. 

With the Gaussian assumption, sampled values of signals can be generated by 

> 

applying a linear transformation to sequences of independent gaussian variables. The 

linear transformation preserves the Gaussian amplitude distribution and alters only the 

power spectral density. By choosing the coefficients of the transformation appropriately, 

one can shape the spectral density of the transformed sequence in such a way as to match 

6 



some desired shape as closely as possible. The coefficients of the transformation can be 

determined by fitting an autoregressive (AR) or autoregressive moving-average (ARMA) 

model to the given spectral density or by factoring the given spectral density (assuming 

it is given by a ratio of polynomials) and constructing a filter that contains the poles and 

zeros of the factored spectral density that lie inthe left half of the complex frequency 

domain. The transformation can also be implemented with an FIR filter. 

It is usually very difficult to generate sampled values of random processes with 

arbitrary power spectral density and arbitrary amplitude distribution. While it is easy to 

control either one of these two attributes, no easily implemented general procedures are 

available to provide control of both attributes except for the Gaussian case. 

2.2.2 Digital Signals 

Digital signals contain embedded digital sequences. A typical example of a digital. 

signal is 

00 

X(t) = L Akp{t- kTb- D) (2.2.5) 
k•-00 

where {A~~:} is a digital sequence, T b represents the time between successive elements of 

the sequence, D is a random delay, and p(t) is a suitable "pulse" waveform which 

"carries" the digital sequence. The elements Ak are drawn from a finite set of real 

numbers, and are usually referred to as symbols, or as bits when the set has only two 

possibilities. X(t) is often referred to as a baseband signal. in much of the literature, p(t) 

is taken as a rectangular pulse T seconds long. This is an idealization which is easy to 

analyse but cannot be realized in practical equipment. More realistic versions of the 
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idealized rectangular pulse train are not so simple to analyze but can be simulated 

relatively straightforwardly. For example, one might use as an approximation to the 

behavior of real equipment the trapezoidal waveform shown in Figure 2.2. It is to be 

noted in this representation that p(t) is actually not a unique pulse, but depends on the 

logical value of the previous as well as the current symbol. In principle, the duration of 

p(t) need not be limited to a symbol duration, nor even be of finite duration. If we 

impose certain conditions on the zero crossings of p(t), it turns out that p(t) is not time 

limited although its effective duration is finite. 

The sequence {A1c} might have been mapped from the output of a continuous. 

source or from another sequence {b..}. Indeed, there can be a succession of mappings 

between the information source and the char:tnel input sequence {A1c}. For example, {Ad 

might be the sequence of quantized outputs of an analog source and would then represent 

an M-ary digital source. As another example, {b,J might represent the quantized M-ary 

sequence and {At} might be a different sequence better suited for transmission, e.g., 

binary PCM, Manchester, etc.; this type of mapping is sometimes referred to as 

(baseband) formatting or line coding. Another common formatting process is a mapping 

called differential encoding, which is frequently used in digital communications. 

Sometimes the situation arises where {ht} is a sequence from a naturally digital M-ary 

alphabet, such as the English language, which has an inherent redundancy, and { Ak} is 

a corresponding sequence with the redundancy removed; this type of mapping. is called 

source coding. A different type of mapping is error-correction coding in which, typically, 

a binary sequence {bk} has redundancy added to it in a structured way to from an 

·-
encoded sequenee { Ak}. The recovery of {bk} from {Ad for any of the above mappings 
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is done by an appropriate inverse operation of "decoding". The details of the mappings 

and inverse mappings between {~\} and {A .. J will be discussed subsequently. 

The embedding of Ak onto X(t), as already implied, is done by associating with 

each symbol Ak a time waveform p(t). This process is known as baseband or pulse 

modulation. Recovering the logical sequence from the time sequence is done in the 

detection process. For carrier modulation systems, the digital signal X(t), 2.2.5, 

modulates the carrier in some fashion and is recovered in the receiver through the inverse 

function of demodulation. Details of the modulation, demodulation,and detection 

operations are described later. 

Within a simulation, the digital signal X(t), given by (2.2.5), itself has to be 

sampled in order to generate a sampled value X(n). The sampling rate is usually set at 

8 to 16 times the rate of the sequence ~(i.e., f5 = 8 to 16 times 1/Tb.· 

2.3 SOURCE ENCODERS/DECODERS· 

A source encoder maps the output of an information source into a ·binary (or M

ary) sequence. In perhaps the most common case, this operation consists of sampling 

the analog output of the information source, q~antizing the sampled values and encoding 

the qantized values into binary digits. The quantizing operation, per se, is central to the 

transmission of analog sources by digital means since it transforms an analog source to 

a digital source. This process is frequently referred to as analog-to-digital (A/D) 

conversion. As an example, if the information source is speech, then the audio signal is 

typically sampled at a rate of 8,000 samples per second, each sample is quantized in 2" 

levels and each quantized sample is represented (encoded) by a group of k binary digits. 
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Values of k range from 6 to lO bits/sample, which produces a bit rate of 48,000 to 

80,000 bits per second. The decoder (or D/ A converter) performs the complementary 

operation of mapping groups of k bits of the encoder output into 2~< levels. A filter is 

used to reconstruct an analog signal (which is an approximation to the original) from the 

sampled values (Figure 2.3). 

The quantizing operation typically maps an analog variable X into a discrete 

variable Xq. (This could also be a mapping of a discrete variable with.N values to a new 

variable Xq with Q values, Q < N.) This operation introduces a quantizing error Xq -

X, and it is not possible to recover the exact value of X from Xq. The objective of tbe 

quantizer designer is to develop a mapping algorithm from X to Xq such that some 

performance measure such as the mean squared error, E{(X - Xqf} is minimized for a 

given value of Q. 

If the sampled sequence X(kT J is uncorrelated, then each sample in the_ sequence 

is quantized independently using a uniform or nonuniform quantization algorithm. If the 

sequence is correlated, then the oorrelated sainples are first processed to create an 

uncorrelated sequence prior to quantizing. We describe below an example of a 

differential quantization algorithm for quantizing correlated samples. 

Encoding of a sequence of discrete variables Xq(kT J into a set of M-ary variables 

is done such that exact reconstruction (or decoding) is possible, i.e., encoding is a one-

to-one transformation, whereas quantizing is not. The choice of encoding algorithm 

depends on the Goint) probability distribution of Xq(kT.). The simplest encoding 

algorithm maps eaGh member of the sequence Xq(kT.) in a group of n, M-ary symbols. 

At the other end are fairly complex encoding algorithms which map blocks of Xq(kT.) 

10 



into a variable number of M-ary symbols. These variable-length encoding algorithms are 

derived using the framework of information theory -and we present one example of a 

variable length, block encoding algorithm. 

2.3.1 Quantization 

Quantization is the heart of the AID conversion process. In the classical scheme, 

the input voltage range is divided into equal intervals of size ~; the ith interval 

corresponds to iLl± (.6./2). If the input voltage falls in the ith interval, it is assigned the 

integer i; if i is written in binary form, the output of the process is a bit sequence and 

the result is termed pulse code modulation or PCM. Because the step sizes are equal, this 

scheme is called uniform quantization. 

. Nonuniform quantization divides the input range into unequal intervals. In 

practice, this is accomplished in two steps (Figure 2.4). First, the signal is processed 

through a nonlinear device called a compressor, and the result is fed to a uniform 

quantizer. This dual process is clearly equivalent to nonuniform quantization of the 

original input. In practice, there are two standard compression scheines, referred to as 

wlaw and A-law compression. Let vc be the compressor output,-" the input, and V the 

maximum (or 'overload") input voltage, and define Xc = ~'c/V and x = 11/V. Then, the 

compressed output for wlaw is given by 

x = (sgn x) log(l + It I xI) 
c log(l + J.J.) 

(2.3.1) 

The expression(2.3.1) is also called logarithmic compression; a commonly used 

value for J.J. is 255 [2]. 

11 



The A-law characteristic is described by 

x = (sgnx) Alxl , 0::5 lxl ::5A -• 
c 1 +InA 

(2.3.2a) 

= ( ) l + In A I x I A -I < I I < 1 sngx , _ x -
1 +InA 

(2.3.2b) 

The source decoder is shown in Figure 2.4b. the estimate of Xc is simply the 

inverse mapping from bits to the corresponding integer, i.e., 

Xc = (sgnx) (.6./2+ i.D..,), .D.= 2-m, i = 0,1, ... ,2m- 1 

where m is the number of bits per sample (excluding the sign bit). An estimate of the 

original input is then provided by the expander, which performs the inverse of 

compression. Thus, if we express (2.3.1) or (2.3.2) as (sgn x) g(x), than the expander 

output is 

(2.3.3) 

2.3.2 Differential Quantization 

It ~hown that the MSE due to quantizing X (kT J into Xq(kT J using Q levels 

IS 

V ar(X (kT )] -
E{[X(kT) - X (kT )F} = a · q • 

. 5 q s Q2 

where a is a proportionality constant. If {X(kT.)} is a correlated sequence, then the 

variance of X(kT,)- X((k- 1) T.) will be small compared to the variance of X(kT,). This 

observation suggests quantizing [X(kT.)- X((k- 1) T.)] instead of X(kT.) to reduce MSE. 

12 



A more general version of this algorithm using a predictor is shown in Figure 2.5 

assuming T
1 

= 1. The predicted value X(k) of X(k) is a linear combination of previous 

values, that is 

M 

X(k) = [ a;X(k- i) (2.3.4) 
i•l 

~The predictor coefficients a1 that minimize E{[X(k) - X(k)]2} can be obtained by solving 

the set of simultaneous equations 

M 

Rx,/j) = Ea;Rxx(j-i), j = 1,2, ... M (2.3.5) 
i-1 

assuming thafRxx(j), j = 1 ,2 ... , M, are given. Adaptive, recursive methods for solving 

this problem when Rxx(j) is not known (and/or slowly changing) are equivalent to 

adaptive equalization. More general techniques are given in Refs. 3 and 4. 

Equation 2.3.4 uses X(k-i), whereas the receiver has to operate on 

X(k- i) + [X(k-i)- X(k-i)]q. If we ~sume that the quantizing error is~ small, then the 

·latter can be substituted for the former. Hence the predicted values are formed in the 

transmi~ ~d-receiver using X(k-i)+[X(k-i)-X(k-i)]q as shown in Figure 2.5. 

2.3.3 Encoding the Output of Discrete Infonnation Sources 

A discrete information source emits sequences of symbols from an alphabet of 

symbols. The alphabet of symbols may be the letters of the alphabet of a language such 

as English, or they may represent the output levels of a quantizer. Source encoding is t~e . 

13 



process by which the output of the information source is converted to a binary (or M-ary) 

sequence. In order to conserve bandwidth it is desirable that the encoding be done with 

the output bit rate as low as possible and the constraint that the encoding process be 

unique, i.e., such that the sequence of symbols can be recovered without errors from the 

encoder output. 

There are many algorithms for encoding the output of a discrete information 

source. We present below an algorithm first proposed by Shannon [5] which is 

representative of source encoding algorithms. Shannon's algorithm maps sequences from 

an M-ary alphabet source into sequences of binary digits. 

Let us assume that the input to the encoder consists of blocks or "messages' of 

N symbols. Suppose there are q(N) possible messages m17 m2, ••• mq(N) containin~ N 

symbols. Let p17 p2 ••• , pq(N) be the probabilities of these messages, (p1 +p2 + ... Pq(N)(N) 

= 1, and let us a assume that p1 ~ p2 ••• ~ pq(N)· Shannon has shown that the minimum 

average number of bits per symbol needed to encode blocks of N symbols is 

He has also shown that HN+l < HN, that is, as the block size or the message 

length N is increased, the average number of bits per symbol needed to encode the 

source output decreases monotonically to a nonzero limit H, which is called the "source 

entropy". HN and H can be computed for stationary sources if the probability 

distributions of the source output are known. Shannon proposed the following algorithm 

to encode blocks of N symbols. Suppose the messages m1, m2 ••• , are arranged such that 

14 



and ni be an integer such that 

i•l 

Fi = E P~c with F1 = 0 
k-1 ' 

log2 (llpJ ~ ni < 1 + log2 (llpJ 

(2.3.6) 

Then the binary encoding for the message mi is the binary expansion of the 

fraction Fi up to ni bit~. 

This algorithm produces unique encoding for each message and it assigns a·. 

variable number of bits to each group of N symbol. Messages with higher probability are 

assigned a shorter code. The average number of bits per symbol used by this algorithm 

is 

(2.3.7) 

It can be shown that 

i.e., the algorithm is asymptotically optimal. An ~example of this algorithm with M = 3, 

N = 2, and q(N) = 7 is shown in Table 2.1. 
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Table 2.1 Example of Variable Length Source 

Encoding Algorithm 

Message PI n. 
I C· I 

AA 9/32 2 00 

BB 9/32 2 01 

AC 3/32 4 1001 

CB 3/32 4 1010 

BC 3/32 4 1000 

CA 3/32 4 llOl 

cc 2/32 4 1111 

H2 = 1.44 bits/symbol 

H2= 1.279 bits/symbol 

If the symbols emitted by the sequence are independent, that is X(k), X(k-1), ... 

are independent, and the letters of the aiphabet occur with equal probability, .then each 

symbol in the sequence can be encoded independently (there is no need to take groups 

l< 
ofN symbols for encoding). IF Q = 2a, each symbol is then encoded into a simple k-bit 

binary representation~. . 

With ,~gard to simulating the source encoding or decoding process we note first 

that the physically idealized AID operation (essentially sampling and quantizing), whether 

it is uniform or nonuniform quantization, is basically a memoryless nonlinear 

transformation. Such a transformation is straightforward to implement, namely, read the 

value of the input signal at the sampling instant and compute the corresponding output. 

Real AID converters depart from this idealization in a number of ways depending upon 

the actual hardware . design and the processing speed. For most system-oriented 
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applications it will suffice to assume ideal AID converters. At the other end of the link 

there will usually be digital-to-analog conversion, which reconstructs an analog 

waveform. This usually involves two steps, a mapping from some digital sequence to 

another digital sequence with the same number of symbols as the originally quantized 

sequence, and an analog filtering operation. These are deterministic steps, which, once 

specified, are straightforwardly implemented. All other aspects of source encoding and 

decoding are basically digital-to-digital mappings and, as such, can be reproduced 

without approximation within the simulation context. 

Thus, for further discussion from this point on, we are justified in assuming that 

the source output has been encoded into an independent binary sequence with the digits 

'0' and ~ 1' occurring with equal probability, or an indpendnet M-ary sequence with each 

symbol occurring equally probably. With this assumption, we can replace the source and 

the source encoder with a random binary (M-ary) or PN sequence for simulation

purposes. Of course, the sampling, quantizing, and encoding/decoding operations may 

have to be simulated in detail if the primary focus of the design is on these operations. 

2.4 BASEBAND MODULATION : FORMATTING; LINE -€ODING 

As we saw in Section 2.2 a digital signal is described by a real modulating 

sequence {A~e} and an associated pulse waveform. The sequence {A~e} is typically 

obtained through one or more operations on a source sequence. It is convenient to think 

of the source sequence as a logical sequence, i.e., one drawn from the integer set 

{O,l, ... L-1}, for an L-ary alphabet. For present purposes we can think of the source 

sequence as the output of the source encoder. 
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The process of creating the digital baseband signal we refer to as baseband (pulse) 

modulation. Variations and generalizations of baseband pulse modulation (also called line · 

coding or baseband formatting) have been devised for various purposes, such as 

spectrum shaping or inducing a certain density of zero-crossings to aid synchronization. 

These desirable properties are put to use not only for baseband transmission but also in 

carrier modulated as well as optical systems.Inthe following, we present a few models 

for some of the more commonly encountered baseband modulation techniques. For 

simulation (as well as conceptual) purposes, it is useful to divide the process into two 

parts. The first we refer to as a logical-to-logical mapping, which converts one binary 

or M-ary sequence into another sequence with desired properties. This may be viewed 

as a form of "coding". The second gart we refer to as logical-to-real mapping. its 

function is to associate chosen pulse waveforms with particular logical sequences. 

2.4.1 Logical-to-logical Mapping I : Binary Differential Encoding 

To avoid con.fusion, we shall label logical sequences by lower case letters. This 

·mapping "converts an input (0,1) binary sequence {a...} into a new (0,1) sequence {bm} 

which convey~ the information through changes between. the current output bit and the 

next source bits. Symbolically, the relationship between the sequences is given by 

(2.4.1) 

where EEl represents modulo-2 addition. 

18 



2.4.2 Logical-to-Logical Mapping II: Correlative Coding 

This mapping converts an M-ary sequence {bm} into a Q-ary sequence {em} with 

properties considered to be desirable, particularly in the frequency domain (see e.g., Ref. 

6 and 7 for a good discussion). Typically, the M:.ary source sequence {~} is first 

"pr~oded," to avoid error propagation, into sequence {bm}. Precoding with M < = 2 

is equivalent to differential encoding. Pulse waveforms associated with the encoded 

sequence are referred to as partial response signaling, and will be considered in Section 

2.4.8. The precoded sequence is obtained through the operation [8]. 

1 { N-1 } b = - a - E g.b . modM m g m i·l 1 m-1 
0 . 

and the coded sequence is given by 

N-1 

c = ~ g.b . m /., 1 m-1 
i--0 

where Q, the alphabet size of {em}, is given by 

N-1 

-- Q = (M- 1) r I gi I + 1 
i-o 

(2.4.2) 

(2.4.3) 

(2.4.4) 

The coefficients {g} m 2.4.3 are Called partial response coefficients, and 

determine the properties of the resulting waveform. The parameter N is referred to as 

the memory of the encoding process. 

Remark. A variety of partial response signals have been devised. These differ from 

one another .by the set of coefficients (gJ. The mo:St common classes of sets are capsuled 
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in Table 2. 2. A concise way of describing the~e coefficients. is through a polynomial in 

the delay variable D, i.e, F(D) = l;gpi 

2.4.3 Logical-to-Real Mapping 1 : Non-Return-to-Zero (NRZ) Binary Signaling 

NRZ signaling is the "traditional" logical-:to-real mapping and is commonly used 

for carrier modulation schemes such as PSK. The logical sequence can be directly the 

source output a coded sequence. The mapping is given by 

(2.4.5a) 

1 -+ -Ap(t) (2.4.5b) 

Generally, any pulse shape p(t) with desirable properties can be used. The choice 

of p(t) will generally depend on the nature of the channel following the pulse modulator. 

The most commonly assumed pulse is the unit rectangular pulse 

{
1 O~t~T 

p (t) = 
r 0 elsewhere 

Table 2.2 List of ·Partial Response_ Polynomials 

Nomenclature 

Duobinary, or Class 1 P.R. 

Dicode, bipolar,or AMI 

Class II P.R. 

Class III P.R. 

Modified doubinary, or Class IV P.R. 

Class V P.R 
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F(D) 

l+D 

1 - D 

1. + 2D + D2 

2+D-D2 

1 - D2 

1 - 2D2 + D4 

(2.4.6) 



The notatiaon PT(t) as in (2.4.6) will be used consistently in this subsection. 

2.4.4 Logical-to-Real Mapping II : NRZ M-ary Signaling (PAM) 

This mapping is an extension of binary NRZ to M-ary alphabets. It produces what 

is commonly called pulse amplitude modulation (PAM) namely. 

(2.4. 7) 

This mapping yields (M/2) pairs of antipodal signals, that is, Atce} ± A, ±3A, ... , 

±(M- l)A}. 

2.4.5 Logical-to-Real Mapping III: Return-to-Zero (RZ) Binary Signaling 

RZ signaling is another method of assoCiating a pulse waveform with a sequence. 

The signal always contains a discrete spectral component. The mapping takes the form 

0-+0 

Thus At e {0, A} 

0 =::;; t::=::;;T/2 

T/2 =:::;; t=:;;T 

771-7166 

(2.4.8a) 

(2.4.8b) 

2.4.6 Logical-to-Real Mapping tv : Biphase Signaling or Manchester Code 

This method of generating real waveforms corresponding to a logical sequence 

has three useful properties. It has precisely zero average value, i.e., no de wander; it has 

~a spectral null near de, which is desirable for channels with poor de response, or allows 
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insertion of a discrete carrier component in carrier transmission; and it is self-

synchronizing 'inthe sense that there is a zero crossing in the middle of every bit. The 

mapping is given by 

(2.4.9a) 

1--+-A (t). . pM (2.4.9b) 

2.4. 7 Logical-to-Real Mapping V : Miller Code or Delay Modulation 

Another method of associating waveforms with binary sequences, the Miller code, 

differs from the preceding ones in that the sequence of waveforms is desirable by a 

Markov chain [9]. The spectrum is highly concentrated near about half the baud rate. 

The mapping is given in table 2.3 where (within the factor A). 

(2.4.10a) 

(2.4.10b) 

2.4.8 Logical-to-Rea~ Mapping VI : Par:tial Response Signaling 

This mapping may be thought of as the method of associating real waveformS' with 

correlative enCoding. The typical pulse is given by 

sm (t) = A[(Q-1)- 2cm]p(t) - (2.4.lla) 

-
Assuming em E (0,1,2, ... Q- 1), the above equation Q/2 pairs of antipodal signals. . . 

The range of em will vary depending upon the coefficients g. If they are naturally 

balanced around zero, then we have simply. 

(2.4.11b) 
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The pulse p(t) is often assumed to be a Nyquist pulse, which has desirable zero-

crossing properties. This pulse describes the wanted overall system response, which is 

a composite of the responses of 

Table 2.3 Mapping Rule for Symbols to Wavefonns 
for Miller Code 

Input bit Previous transmitted Current transmitted signal 
signal 

0 p,(t) p4(t) 

1 Pt(t) pit) 

0 P2(t) pit) 

1 pz(t) I>J(t) 

0 p3(t) Pt(t) 

I PJ(t) IJ2(t) 

0 p4(t) Pt(t) 

1 p4(t) I>J(t) 

the individual elements of the syste~r. When we simulate the system, we do not directly 

produce the system response because we simulate on a block-by block basis. Thus, an 

equation like (2.4.1lb) describes the transmitter output, where the pulse p(t) is 

appropriately chosen, but is not the overall respon;. 

The above equation can be represented in alternative fashion. Let 

N-1 

q(t) = E gip(t-iT) (2.4.12) 
i·O 

represent a partial response pulse. Then, we have 

(2.4.13) 
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Table 2.4 Definition of Digital Line Coding Fonnats , 

Noretum to zero-level (NRZ-L) 

I = high level 

0 = low level 

Nonretum to zero-mark (NRZ-M) 

I = transition at beginning of interval 

0 = no transition 

Nonretum to zero-space (NRZ-S) 

1 = no transition· 

0 = transition at beginning of interval 

Return to zero (RZ) 

1 = pulse in first half of bit interval 

0 =no pulse 

Biphase-level (Manchester) 

1 = transition from high to low in middle or interval 

0 = transition from low to high in midd_le of interval 

Biphase-mark 

Always a transition at beginning of interval 

I = transition in middle of interval 

0 = no transition in middle of interval 

Differential Manchester 

1 = no transition at beginning of interval 

0 = transition at beginning of interval 

Always a transition in middle of interval 

Delay modulation (Miller) 

Bipolar 

1 = transition in middle of interval 

0 = no transition if followed by I 

Transition at end of interval if followed by 0 

1 = pulse in first half of bit interval, alternating polarity from pulse to pulse 

0 =no pulse 
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where {bm} is the precoded sequence, assumed to be in the set (0,1 ,2, ... ,M-l). 

A summary of the definitions of the line-coding formats discussed earlier, as 

well as some others, is given in Table 2.4. A pictorial representation of the effect of 

each of these formats on a particular logical sequence is shown in Fig.2.6a. As was 

mentioned earlier, one of the objectives of line coding is spectral shaping. As an 

illustration of the way in which line coding can have such an effect, Figure 2.6b 

shows the power spectral density of several of these formats. 

2.5 RF MODULATION 

Modula~on is one of the most important signal processing operations that takes 

place in a communication system.lt can be effectively used to match a signal with 

channel characteristics, to minimize the effects of channt?l noise, and to provide the 

capability to multiplex many signals. Perhaps the most important function is to 

. transmit a low-pass signal X(t) over a bandpass channel centered at fc. For example, 

we can translate the spectrum of X(t) by multiplying X(t) with a carrier (C(t) of the 

fonn .. 

C(t) = A cos (2?r fc t + 8) (2.5 .1) 

where A is the amplitude of the carrier, fc is the carrier frequency, and 8 is an 

51rbitrary phase constant assumed to be a random variable uniformly distributed m 

[ -1r, 1r]. The product (or modulated) signal Y(t) 

Y(t) = C(t) X(t) = AX (t) cos (27rfct + 8) (2.5.2) 

has a power spectral density 
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(2.5.3) 

Equation (2.5 .3) shows that multiplying X(t) by a carrier C(t) translates the 

spectrum of X(t) by the carrier frequency. Thus the low-pass signal X(t) is 

transformed to a bandpass signal suitable for transmission over a bandpass channel. 

All methods of modulating a carrier can be shown to have a similar effect in the sense 

of centering the modulated spectrum around the carrier frequency, but for nonlinear 

modulation methods the modulated spectrum is not merely a translation of the 

baseband spectrum. 

2.5.1 Analog Modulation 

In analog modulation, the modulating· signal is one whose amplitude can take 

a continuum of values, as in speech or images. The signal 

Y(t) = AX(t) cos (27rfct + 0) (2.5.4) 

is said to be amplitude modulated since X(t) modifies the amplitude of C(t). 

In a similar fas~on, we can modulate th ephase or frequency of C(t) according 

to 

Z(t) = A cos [27rfct + 0 + ~(t)] (2.5.5) 

or 

(2.5.6) 

where the instantaneous frequency deviation is given by 
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((t) = krX(t) (2.5.7) 

and 1<v and kr are constants. [Wh~n X(t) is normalized so that I X(t) I $ 1, kv· and kr · 

are referred to as the phase deviation and frequency deviation, respectively; and the 

ratio of the peak frequency deviation to highest frequency in the modulating signal is 

called the modulation index.] Z(t) is called a phase modulated carrier and W(t) is 

called a frequency modulated carrier. The simulator should bear in mind that when 

the modulation index is large, the bandwidth of W(t) can be many times larger than 

that of X(t). Therefore, the simulation sample rate should be chosen accordingly. 

In general, a modulated carrier can be represented in quadrature form as 

(2.5.8) 

where X1(t) and X2(t) are low-pass processes with bandwidth B, and the carrier 

frequency fc is typically > > B. X1 (t) "nd tx2 (t) could be two independent analog 

signals or they may be uniquely related to a common signal X(t) as in the case of 

some modulation schemes such as vestigial side band modulation or single sideband 

modulation. In the case of (2.5 .5), for example, X1(t) = a cos ~X(t)] and X2(t) = 

a sin ~X(t)]. Table 2.5 lists X1(t) and X2(t) for a number of analog modutation 

schemes. 

For simulation purposes, we represent mod.ulated waveforms in the .complex 

envelop from 

(2.5.9) 
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Table 2.5 Quadrature Representation of Analog Modulation Schemes. 

Carrier Phase Offset () = 0 

Modulation X1(t) X2(t) Comments 
scheme 

Amplitude a[l + k,.X(t)] 0 K, modulation 
modulation( AM) index 

Quadrature AM X1(t) Xlt) 
Double sideband X(t) 0 
(DSB) 

Single sideband X(t) X(t) -Hilbert 
X(t) transfonn of X(t) 

Phase modulation cos[~X(t)] sin [~X(t)] ~ modulation 
sensitivity 

Frequency cos[kr J X(a)da] sin[kr J X(a)da] kr. modulation 
modulation sensitivity' 

The random phase offset of the carrier, 0, is often assumed to be zero. The 

complex envelop Y(t) can also be expressed as 

Y(t) = R(t) ej~~-<t) (2.5.10a) 

where that real envelope R(t) is 

R(t) = [X~{t) + Xi(t)] 112 (2.5.10b) 

and 

(2.5.10c) 
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Sampled values of Y(t) are used in simulations. While we do not sample the. 

bandpass modulated signal, effects such as frequency offsets and frequency selective 

behavior can be modeled using a low-pass equivalent. 

2.5.2 Digital Quadrature Modulation 

An important class of digital modulation schemes can be naturally represented 

in the form (2.5.8) or (2.5.9), where X1(t) an Xlt) might be two different pulse 

waveforms of the form 

Xl(t) = L Akpl(t- kTI- Dl) (2.5.lla) 
k 

and 

(2.~.llb) 

where p1(t) and P2(t) are fmite energy pulses (rectangular, flltered rectangular or 

sine~, for example). A~c and ]\ are sequences of discrete random vanables with 

symbol rates of l/T1 and l/T2, respectively, and D 1 and D2 are possible delays. If 

X1(t) and X2(t) are unsynchronized, a proper model for D1 and D2 is to assume they 

are random and uniformly distributed on .the intervals [0, Ttl and [0, T2l, 

- respectively. For simulation purposes, an equivalent result is obtained if we set D1 = 

0, say, and let D2 be random. In many important cases, T1 = T2 and D1 and D2 have 

a fixed, nonrandom relationship. Many digital schemes of practical interest are 

subsumed under the representation (2.5.11) in particular, QPSK, OQPSK, UQPSK, 
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M-QAM, and MSK, among others (see Table 2.6). Particular examples are sketched 

in Figure 2. 7. 

Table 2.6 Some Digital Modulation Scheme Defined by Equation ~.5.11) 

T 1 = T 2 = T, D1 = D2 = 0, and 8 = 0 

Modulation Scheme 

Amplitude shift keying 
(M-ray ASK) 

Phase shift keying 
(M-PSK) 

QPSK (M-PSK, M = 4) 

o~QPSK 

Minimum shift keying 

(MSK) 

A. = ± nd, n = 1,2 ... , M/2 
B, = 0 

A, + B. = &<>• 
¢. = 21m/M,n = O,l. .. ,M-1 

(A,BJ = (± I, ±I) 
or 1J. = 45 o, 135 o, 225 o, 315 o 

(A,BJ = (±I, ± 1) 

(A,,BJ =(±I,± I) 

M-ary Quadrature amplitude (A., BJ E (±I, ±3, ... , ± 
modulation VM - l) 
(M-QAM) 

p.(t), f>2(1) 

p1(t) = 1,0 ::::;; t ::::;; T 
P2(t) = 0 

p1(t) = l, 0 ::::;; t ::::;; T 
P2(t) = P•(t) 

p1(t), P2(t) same as 
M-PSK 

p1(t) = 1,0 ::::;; t ::::;; T 
pit) = l,lh T ::::;; t ::::; 3/2 T 

.. · p1(t) = sin (7rt/2T- T/2) 
o::::;t::::;T 

p2(t) = sin (7rt/2T- T/2) 
•h T ::::;; t ::::;; 3/2 T 

p1(t), P2(t) same as 
M-PSK 

2.5.3 Continuous Phase Modulation (CPM): CPFSK; MSK 

~ An important class of digital modulation schemes, not readily interpretable in 

the fonn (2.5.8) is continuous phase modulation, or CPM. Both superior performance 

and efficient spectrum utilization are available in principle by proper choice of the 

parameters. An important subclass of CPM is continuous-phase frequency-shift-

keying, CPFSK, and a popular special case of the latter is minimum-shift-keying 

(MSK). 
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2.5.3.1 Continuous Phase Modulation 

CPM is a form of digital phase modulation where that phase is constrained to 

remain continuous; that is, the phase cannot jump discontinuously between symbols, 

as it can (in principle) in QPSK (see, for example Ref. 9). A general CPM signal is 

given by 

Y(t) = Acos [wet+ <P(t) + <Pol (2.5.12a) 

Y(t) = Aexp(j</>(t)+ j<t>ol (2.5.12b) 

(2.5.13a) 

n 

· = 21r L dkhkq(t- kT),. nT:5t:5(n+ l)T (2.5.13b) 
k•-"" 

where a(t) is a 'frequency pulse", and 

q(t) = J ~a(r) dt 

The constraint imposed in (2.5.13) established the continuity of the phase. The 

parameter T is symbol duration; [~} is the data sequence, where dk E { ± 1, ± 3,.:. ,· 

+ (M -l)}; and ~ is called the modulation index. Common! y, we set ~ = h, a fixed 

value. In some instances, hk varies k in a cyclic manner; this situation is referred to 

as multi-h CPM. In practice, a(t) is finite in extent 

a(t)=O, t<O, t>LT 

and the nonnalization 
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is used. The following terminology is common when L = 1, full response CPM; and 

when L > 2, partial response CPM. 

For L ftnite, we have 

n 

c/>(t) = 211" L dkhkq(t- kT) 
k•n-L•I 

n-L 

+71" L d"h", nT~t:$(n+l)T (2.5.14) 
k• -oo 

2.5.3.2 Continuous-Phase Frequency-Shift-Keying; CPFSK 

When the instantaneous frequency in each signaling interval is fixed and 

chosen from a set of M values, we have the subclass called continuous phase 

frequency-shift-keying[lO] or CPFSK. To obtain the desired condition, we set 

(2.5.15) 

so that 

1 n-1 
c/>(t) -= T 7rhd/t- nT) + 7rh I: d", nT :$ t :$ (n + 1) T 

r ~-"" 
(2.5.16) 

> 
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It is customary to set 1\: = h, a fixed value for all k, although that is not 

strictly necessary to create an FSK signal. From (2.5 .16) we see that the 

instantaneous frequency is given by 

f.(t) = _1 d<f>(t) = hdn ,nT ~ t ~ (n+ l)T 
I 211" dt 2T 

Notice that the increment of frequency shifts is f.J = h/2T. Since h represents 

the ratio of the minimum separation 2fd to the symbol rate, it is also referred to as 

the deviation ratio. It may also be noted that the second tenn (2.5.16) 

n-1 

Vtn = 7rh L dk 
k-- 00 

can be easily implemented recursively since 1/;
0 
+ 1 = 1/;

0 
+ ?rhdn. 

2.5.3.3 Minimum-Shift-Keying: MSK 

A fonn of CPFSK, known as MSK, · which has recently found· wide 

application, is that for which M = 2 and h = 0.5. Under this specialization the phase 

function becomes. 

7r 7r o-1. 
</> (t) = -d

0
(t- nT) + - [ dk, nT ~ t ~ (n+ l)T 

2T 2 k--oo · 
(2.5.17) 

It turns out for this case that expanding (2 .5 .12a) in quadrature form does lead to a 

useful expression, which in tum gives rise to a practical alternative implementation. 

Specifically, substituting (2.5.17) into (2.5 .12b) yields 
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where 

Y(t) = [A cos uncos (?rti2T) 

{ 

n-1 } 

u" = 7r L dk- nd" 
2 1<·- 00 

(2.5.18) 

Upon closer examination, it can be shown that the "equivalent" I and Q data 

streams, cos lin and dn cos U
0 

are such that each (I or Q) data symbol has duration 2T, 

and the data streams are offset from one another by T seconds. 

The (2.5.18) can be meaningfully implemented in quadrature form. However,. 

this particular form has some drawbacks, as it stands. First, the equivalent data 

streams have to be computed, and second ·the "subcarriers" cos (?rt/2T) and sin 

(7rt/2T) reverse the sign of every other of these bits. Further reflection shows that an 

instantaneously different, but statistically equivalent, form of (2.5 .18) results in a 

more conveniently implemented version. This fonn is obtained simply by replacing 

cos un and dn cos un b~ ~ an ~., respectively. In other words, demultiplex the input 

bit stream into "even" and "odd" bits, stretch each bit to length 2T, and multiply by 

the subcarriers. The latter are aligned with their respective bit streams so that each 

bit pulse is a half-sinusoid. The alternate bit inversion caused by the subcarriers 

makes detection somewhat awarded in simulation, but this bit signs unchanged. A 

block diagram of a possible implementation would thus appear as in Figure 2. 7. In 
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this block diagram, another variation of (2.5.18) is implicit. We have previously 

conceived of the I and Q data streams as demultiplexed versions of a single high rate 

bit stream. It is equally valid to suppose that we initially have two independent bit · 

streams, as is done in Figure 2.8. The resulting MSK signal would not be pointwise 

identical to one in which the subcarrier is not rectified, but in it would be statistically 

identical. Note further that, in the rectified form, the MSK signal can be represented 

precisely in the form (2.5.8) with the quadrature components given by (2.5.11), 

where p 1(t) = pz(t) =.sin (7rt/2T), T 1 = T2 = 2T, 0 1 = 0, and 0 2 = T. 

2.6 DEMODULATION 

Demodulation is the complementary or inverse operation of modulation and is 

performed in the receiver. However, the demodulation method is not unique in the 

sense that, given a specific modulated signal, it may be possible to demodulate it 

using more than one distinct implementation. Nevertheless, nearly all demodulators 

may be put into one of two classes; coherent demodulate it using more than one 

distinct implementation. Nevertheless, nearly all demodulators may be put into one 

of two calsses; coherent demodulators, which use a locally generated carrier signal 

for demodulation, and noncohemt demodulators, which do not require a local carrier. 

2.6.1 Coherent Demodulation 

Suppose that we can generate a "local carrier" (or local oscillator) signal in the 

receiver of the form 
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where fc an e are estimates, respectively, of the earner frequency and phase 

generated by the "carrier recovery" mechanism in the receiver. Then, for the general 

quadrature representation (2.5.8), we can form estimates of X1(t) and X2(t) using the 

"generic" quadrature demodulator arrangement shown in Figure 2. 9. The predetection 

filter in the figure limits the amount of noise but ideally does not distort the signal. 

The post detection (LPF) filters shown condition the single (such a matched filtering) 

for further processing'; this will be discussed shortly. It is easy to show that 

(2.6.1a) 

- x2 (t) sin21r[(fc - f) t + (() - 0)] 

(2.6.1 b) 

If fc = (and 0 =8 i.e., if the carrier recovery mechanism provides error free 

estimates of fc and 8, then X1(t) = (X1(t) and X2(t) = ~(t) (assuming no noise). As was 

the case with modulators, we can incorporate possible imperfections in the hardware. 
' 

For example, we can visualize that X1(t) (the 1-channel), is recovered by using the 

u.sing the bO 2a cos (:l4rf)= 0) M&X2(t) (the .Q-channel), is obtained by using the LO 
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2a cos (2?rfct- ?r/2- a) where a and a represent departures from ideal. The associated 

mOdifications to (2.6.1) are straightforward. 

In practical systems, the input to the receiver is a distorted and noisy version 

of Y(t). An additive model of the form 

Z(t) = W(t) + N(t) (2.6.2) 

where W(t) is the complex envelop of the distorted signal component and N(t) is the 

complex enveloJ>e of the noise, is used to represent the input to the demodulator. 

In terms of the· compiled envelope representation, the demodulator operation 

can be represented as 

(2.6.3) 

Xexp 027r(fc- f) t + j(O- 0)] 

where W(t) = W R(t) + jW1(t) and N(t) = nc(t) +. jn.(t) .. Sampled values of the preceding 

equation is what is implemented· in simulating a coherent demodulator. The 

0---

demodulated signals x.(t) and-~(t) are often referred to a baseband signals .. 

If the demodulated signals X1(t) and Xit) are digital signals, they must now be 

processed in some fashion so as to recover the original sequences { Ak} and {Bk} with 

as few errors as possible. We assume the original digital modulating signals X 1(t) and 

Xlt) are given by (2.5.11) but for simplicity in the present context we assume T 1 = 

T2 = T and D 1 = D2 = 0. Typically, two operations are performed on the 

demodulated signal, a filtering operation usually referred to as "matched filtering", 
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followed by sampling (observing) the signal. (We are using the term "matched filter" 

loosely here; strictly speaking, a filter that is "matched" to a pulse has a transfer 

function that is the complex conjugate of the pulse spectrum.However, this usage is 

also widespread for a filter that attempts to do the matching.) These operations are 

sometimes collectively referred to as detection. The sampled signal values from the 

basis for making decisions as to what symbol was sent. In order to illustrate the points 

we wish to make, let us assume first that f = f and iJ = (). Let us assume also that 
1 C C 

the distortion arises from a channel with impulse response 1'\:(t), and also denote by 

hm(t) the matched filter impulse response. Then the wavefonns at the input to the 

sample'r can be written as 

s,(t)= L Akp(t-kT-D)*Ihc(t) *hm(t)]+n,(i;) (2.6.4a~ 
·k-- 00 

Sit) = L: Bk p(t- kT- D) * [hc(t) * hm(t)] + nit) 
k-- 00 

(2.6.4.b) 

where D is a fixed but unknown transmission delay, * represents convolution, and 

wavefonn (2.6.4) must be sampled at. the appropriate instants. Thus, the sampling 

operation takes a place at the instants. 

(2.6.5) 

where D is an estimate of the "system" delay. The estimate D is provided by the 

"timing recoyery". system .in t~e receiver (Figure 2.10). In the simulation ccmext 
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there is normally no propagation delay, and the effective delay due to filtering can be 

estimated fairly accurately beforehand. Thus, an adequate "guess" at D ~an often be 

made without explicitly simulating timing recovery circuitry. 

In Section 2.5 we pointed out that the generic quadrature modulator might be 

topologically altered in particular instances, to reflect properties specific to one or 

another modulation scheme belonging to the general class. This idea applies even 

more so in the case of demodulators, since there can be many· variations of 

demodulator architectures, even for the same modulation scheme. As an example of 

this point. Figure 2.11 shows a modification of the topology of the generic quadrature 

receiver that applies specifically to the synchronization functions for an MSK signal. 

This· architecture takes _advantage of the properties peculiar to an MSK signal, in 

particular the· fact that such a signal can be viewed either as a QAM signal, of the 

form (2.5.8), or as a binary FSK signal with h = 0.5. Viewed in the latter form, it 

can be shown that squaring the MSK signal generates two spectral lines, at 2fc± 

(l/2T). Where 2T is the bit duration in the I or Q channel. Because of this particular . 
0 

relationship,. the manipulations shown in Figure 2.10 result directly is separate I and 

Q channel carrier or "subcarrier" references, as well as clock (timing) recovery. 

The main implication for simulation is that different structures are potentially subject 

to different kinds of impairments. Hence, it is important to study the intended 

implementation, if known, or perhaps study several to develop a sense of their 

sensitivity to imperfections. In early stages of system design, however, a generic 
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receiver may be quite adequate to study the trades between different types of 

modulation schemes. 

2.6.2 Noncoherent Demodulation 

The term noncoherent demodulation ·implies that the demodulator does not 

require a coherent local carrier to perform its function. Coherence in this context 

· refers to knowledge of the carrier phase. Although phase is not needed, approximate 

kn<;>wledge of carrier frequency is needed in order to properly place the receiver 

passband around the signal spectrilm. Note that some modulation schemes, such as 

FSK, may be demodulated by coherent or noncoherent structures. 

'2.6.2.1 Amplitude Demodulation 

Consider the case when Y(t) is an amplitude modulated signal of the form. 

Y(t) = [1 + kX(t)]cos(2'lrfct+O) (2.6.6) 

If I kX(t) I ~ 1 then by observing the real envelop of Y(t) which is [1 = kX (t)] 

we can extract the modulating signal X(t), That is, since 

II+ kX(t) I= 1 + kX(t) when I kX(t) I < 1 except for the de offset of of and scale factor, 

k, the envelope contains X(t) intact. A demodulation operation that retrieves the 

envelope is called envelope detection. Because of noise 'or distortion. Y(t) is 

generally complex, hence, the envelope detection operation simply involves taking the 

absolute value of the complex envelope. 
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Another noncoherent amplitude demodulation meth_od involves taking the 

square of the magnitude of the complex envelope. This method is called square law 

demodulation. If the input signal is given by (2.6.6) square law demodulation takes 

the form. [ 1 + kX(t)f= l+ k2X2(t)+ 2kX(t) ""' l+ 2kX(t) for I X(t) I ~ 1 

Thus, this method requires a small mOdulation index. In terms of the complex 

envelope, both of the above noncoherent methods can be expressed as 

A { I Z(t) I X(t)= _ 
I Z(t) 12 

envelope demodulation 

square law demodulation 
(2.6.7a&b) 

where Z(t) is the complex envelope at the input to the demodulator and X(t) is the 

real output of the demodulator. 

2.6.2.2 Discriminator Detection of PM/FM Signals· 

Frequency modulated and phase modulated signals can be demodulated using 

a variety of schemes. The classical scheme for FM signals is tenned discriminator 

detection. (Since phase is the integral of frequency, a PM demodulator is a 

discriminator followed by an integrating filter). In principle, the operation is intended 

to be precisely the inverse of FM modulation. Looking at the EM signal (2.5 .6) we 

see that the modulating 2.5.6 signal is recovered by differentiating the phase. Thus, 

as in (2.5.10a) if. 

W(t) = R(t) eN-<t> 
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is the complex envelope of the modulating signal, we see that 

X(t) = i 1/;(t) 
dt 

The acrual received signal is a distorted and noisey version, say 

W (t) = R (t) eN,<t> 
0 0 . 

(2.6.8) 

(2.6.9) 

so that, in the simulation context, ideal discriminator detection can be implemented 

by differentiating the argument of the complex envelope, viz., 

X(t) = ~ 1/;0(t) dt 
(2.6.10) 

Although 2.6.10 is simple in appearance, differentiation is not simple to 

simulate, especially if one wishes ~o srudy operation below threshold, where FM 

clicks are significant contributors to noise [ 12]. 

2.6.2.3 PLL Demodulation of PM/Fl\1 Signals 

~ Probably the most widely used demodulator for PM and FM signals is the 

phase-locked loop or PLL, which when used for this purpose, is referred to as a PLL 

.demodulator; see Figure 2.12. Strictly speaking, PLL demodulation is a coherent 

process, or at least partially coherent. but in this case the demodulation metha<! is 

such that no advantage can be taken of coherence, in terms of the SNR above 

threshold, although the threshold is lowered~ The PLL demodulator relies on a device 

called a voltage controlled oscillator (VCO) whose output is 
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(2.6.11) 

K
1 

and Kz are gain constants, ( is the quiescent operating frequency (assumed equal 

to the unmodulated input carrier frequency), and Z(t) is the "control" voltage. It can 

be easily verified that the feedback loop generates an error signal 

E(t) = AK1Km sin[</>(t)- ~(t)] 

If the loop filter and the constants are chosen carefully when the lop can be 

made to "lock" onto, or "track", the input phase, i.e., the loop established the 

conditions. 

5(t) = </>(t), E(t) = 0 

Since the error signal €(t) is nonlinear in <J>(t) - ~(t), the loop is nonlinear and 

the analysis of the analysis of the nonlinear loop is difficult; simulation, although 

more straightforward, can still be quite tricky. A linear assumption of the form 

sin [ <b(t) - ~(t)] ::::: cf>(t) - ~(t) (2.6.12) 

is customarily made 10 simplify the analysis. With this assumption the PLL is an 

ordinary feedback loop whose response can be analysed using the closed loop transfer 

function. The nonlinear operation of the PLL can be simulated using the low-pass 

equivalent model shown in Figure 2.13 

The PLL is a device of fundamental importance in communication systems. 

We had already mentioned that the PLL is the basic structure for carrier recovery as 

- well as for timing recovery in digital systems, and we see here its application in angle 
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demodulation. In order to properly simulate a PLL using the sampled (discrete-time) 

version of the complex low-pass equivalent model shown in Figure 2.1],. It is 

necessary to understand the relationship between this model and the actual (continuous 

structure), which is described by a nonlinear differential equation. For now it suffices 

to point out that when a PLL is simulated using the complex low-pass equivalent 

model shown in Figure 2.1~ special attention must be paid to the following: 

l. The sampling rate must be much larger than the loop bandwidth in order to 

accurately simulate the nonlinear behavior. 

2. FFf-type block processing operations cannot be used inthe loop since such 

processing introduces a delay which may make the loop unstable. 

2. 7 FUTERING 

The primary applications of ftltering in communication systems are to select 

desired signals, minimize the effects of noise and interference, modify the spectra of 

signals, and shape the time domain properti~s (zero crossings and pulse shapes) of 

digital -wavefonns. 

An example of the first application, namely, the selection of a desired signal, 

occurs in radio and TV receivers when we "tune" to pick up one of many stations that 

are broadcasting simultaneously. Receivers also use filters to reject "out-of-band" 

noise. Transmitters, on the other hand, have to meet regulatory constraints on the 

shape of the transmitted spectra or on "out-of-band"power, and filtering is used for 

controlling these. 
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Time domain properties such as Zero-crossings and pulse shapes are important 

m digital communication systems. These properties can also be controlled· via 

appropriate pulse-shaping filters. 

In the following sections, we discuss the fonn of filter transfer functions for 

various types of applications in communication systems. 

Filters used in communications system are sometimes required to be adaptive. 

These filters are required to change their response with the properties of the input 

signals change. For example, a filter designed to remove signal distortion introduced 

by a channel should change its response as the channel characteristics change. The 

most commonly used adaptive filter structure (also commonly referred to as an 

equalizer) is the adaptive tapped ·delay line (fDL). Details of the adaptive TDL are 

also presented in this section. 

All the filters described in this section are linear and time invariant except for 

the adaptive TDL filter, which is linear and time varying. 

2.7.1 Filters for Spectral Shaping 

It can be that the power spectral density Syy(f) of the output Y(t) of a linear 

time -invariant system is 

where Sxx(f) is the PSD of the input signal X(t) an H(f) is the transfer function of the 

system. By carefully selecting H(t) we can emphasize or emphasize selected spectral 

components of the input signals. This frequency selective filtering operation is used 
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extensively incommunications systems. If Sxif) and H(f) are given, calculation of 

Syy(f) is straightforward. On the hand, suppose that Sv~(f) is a desired output PSD 

given that Sxx(f) is an input PSD. Equation (2.7.1) can be rewritten as 

(2.7.2) 

and the problem here is to synthesize a rea}izable filter H(f) that satisfied (2. 7 .2). 

This can be done by factoring the right-hand side of Equation (2. 7 .2) and including 

only poles and zeros in the left-half of the s-plane for specifying H(s). (The 

transformation s = j2·rr-f is applied before factoring). This is called spectral 

factorization. Of course, it is implied that the right-side of (2.72) is a ratio of 

polynomia!s in s. If this is not so, which is frequently the case, then one must first 

· develop an approximation that is a ratio of polynomials.[13] 

2. 7.2 Filters for Pulse Shaping 

The individual pulses in the wlefonns used in digital transmission. systems are 

typically required to satisfy two important conditions; band-width and zero-crossings. 

if the embedded digital sequence has a symbol rate of Rt,, then the bandwidth of the 

digital waveform should be of the order of Rt, and it m!ght b required to have zero 

crossings in the time domainonce every Tb seconds where Tb = 1/Rb Nyquist' has 

shown that a time domain pulse p(t) will have zero crossings once every T b seconds 

if its transform P(f) meets the following constraint: 

46 



r . P(f+ kRb) = Tb for I fl < R/2 (2.7.3). 
lr:.•- ()0 

If p(f) satisfied equation (2. 7 .3) then p(t) has the following properties: 

p(O) = 1 

p(kT b) = 0, k = ± 1 , ± 2 (2. 7 .4) 

Zero crossmg requirement are imposed to provide zero intersymbol 

interference (lSI) and assist in the timing recovery process. 

A family of P(f) which meets the Nyquist criterion given in Equation (4.8.3) 

is the raised cosine (or cosine roll-off) family with 

0, 

I fl ~ Rb/2- {3 

R R 
_b-{3< lfl ~-b+{3 
2 2 

R 
lfl>-i+{3 

(2.7.5) 

where fJ is the "excess bandwidth" parameter. Note that the raised cosine P(t) is 

.. 

· band-limited to {3 + <Rt,/2) and hence it can meet selected bandwidth constraints. (See 

Figure 2.14a). 

The raised cosine family has an impulse response of the form 

(2.7.6) 
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(see Figure 2.14 b) and it has zero crossings once every Tb seconds. 

The raised cosjne family has an impulse then, in order to produce an output 

in the raised cosine family, the filter transfer function should be H(f) = P(f)/G(f), 

where G(t) is the Fourier transform of g(t). 

In most applications the filtering operation to produce P(f) is split between two 

filters, one at the transmitter, with transfer function denoted Hr(f), and one at the 

receivr, with transfer function denoted HR(f}. 

With an impulse at the input to HT(f) and an ideal channel, we still must have 

HT(f)HR(t) = P(t). In the relatively simple case where we have an additive noise 

source at the recejver input, it can be shown that the optimum partition, in the sense 

of optimizing the signal-to-noise ratio at the receiver output, is to split P(f) equally 

between the transmitter and the receiver, i.e., 

(2.7.7) 

2. 7.3 Filters for Minimizing Noise and D~stortion 

If we, canouse two filters in the system, a transmit (preemphas~s) filter HT(f) 

and a receive (deemphasis) filter HR(t) as shown in Figure 2.15, then we can choose 

their transfer functions such that X0(t) = kX(t - tJ (where K is a constnat and Ltt is 

·> 

an arbitrary delay) and E[N~(t)] is minimized. That is, we can minimize the noise , 

power at the output . of the receive filter subject to the constraint of no signal 

distortion. With two filters we can meet the dual criteria of distortionless transmission 

and minimum noise power (or maximum signal-to-noise ratio). 
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The transfers function ofHr(f) and HR(f) can be shown to be equal to [14]. 

(2.7 .Sa) 

(2.7.8b) 

with k = 1 The phase response of each of the filters is chosen to be linear. Note that 

spectral factoriation is involved in obtaining Hr(f) and HR(f) from I HrCf) 1
2 and 

The transmit filter given in (2. 7. 8a) amplified or emphasizes weaker spectral 

components of the signal that might be asked by strong spectral components of the 

noise. The receive filter deemphasizes the same components inversely so that the net 

result preserves the spectral properties of the input signal X(t). This arrangement of 

preemphasis/deemphasis filters is used in FM broadcast ~d audio recording. 

In digital transmission systems, the transmit and receive filters used to shape 

an input pulse waveform 

00 

XT(t):[ ~PT(t- kTJ 
k--oo 

into an output waveform 

00 

X 0(t) = [ AkpR (t- kTb), 
k--oo 
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while maximizing E(A;/E[N5(t)], have the following transfer function [14] 

(2.7.9a) 

K
2
IP (f) I[SNNI(t)] 112 

2 c R 

IHit)l = KIPT(f)l 2 IHc(f)l 
(2.7 .9b) 

where K is an aribitrary positive constant. Figure 2.14 also applies topologically to 

this situation, but the interpretation and form of the transfer functions is evidnetly 

differnt for the case that minimizes the MSE. 

If PT (t) = o(t) and SNN(t) is constant over the bandwidth of PR(t), then it can 

be shown that 

(2.7. lOa) 

(2.7.10b) 

If fic(f) is constant over the bandwidth of PR(f) then 

' 
which is precisely the "square-root filtering" discussed in section 2.7.2 . ofcourse, 

in order to produce the desirbale zero-crossing propet1ies mentioned there, PR(t) must 

be a member of the raised cosine family (or satisfy the Nyquist criterion). 

50 



2. 7.4 Matched Filters 

Consider the problem of detecting the presence or absence of a pulse with a 

known shape p(t) by observing p(t) + N(t) when N(t) is zero mean, statonary additive 

nOise. 

Let us assume that p(t) is of duration Tin the interval [O,T] and 

p(t) + N(t) 

Y(t) = or 

N(t) 

We observe Y(t) forT seconds in the interval [O,T] and determine whether or 

not p(t) is present by processing Y(t). This is a fundamental problem in digital 

communication systems, radar, and sonar. 

Suppose we base our decision about the presence or absence of p(t) based on 

the output of a filter at time t = T, that is we process Y(t) and obtain 

Z = J 
0
T Y(r)h(T- r)dT _ 

and base our decision on Z. 

It can be shown that the filter that minimizes the average probability of 

incorrect decisiops has the transfer function [14]. 

H(t) = K P * (f)exp (j21rT) 
SNN(t) 

where K is a real, positive constant. It N(t) is white noise, then 
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H(f) = KP • (t)exp (j27rff) (2.7.12) 

By taking the inverse transform of H(t), it can be shown that the impulse 

response of the filter is 

h(t) = P(T - t) (2. 7 .13) 

so that 

(2.7.14) 

Equation (2.7.13) and (2.7.14) show that the impulse response of the filter is 

"matched" to p(t) and for this reason this filter is called the matched filter. Note that 

when p(t) is the unit rectangular pulse, p(t) = 1, for 0 :<;; t :<;; T and zero elsewhere, 

Z is just the integral of the input. If a decision has to be made in ,successive intervals 

(2.7.14) implies that this integration starts anew at the beginning of each such 

interval. Thus, the value of the integral at the end of the preceding interval must be 

discarded (or "dumped"). A mechanism of this process is the well-known integrate 

and -dump (I&D) filter. 

The solution (2.7.14) has been cast in the context of detection but it obviously 

applies equally to decisio~g for data transmission; the pulse detection problem is 

completely equivalent to on-off keying modulation and a little thought shows it is also 

equivalent to antipodal signaling. 

All digital communication systems incldue a low-pass filter inthe recetver 

which is intended to perform the task of matched filtering. However, the matched 
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filter must be matched to the received pulse, not the transmitted pulse. The former 

is inevitably a distorted version of the latter. Thus, even if a rectangulr pulse is sent, 

it will be received diffrently, and the I&D filter is no longer the matched filter. 

Furthermore, as we have seen (e.g., Figure 2.2), a digital signal is not always 

representable as a sequence of pulses with a single shape. Even if that were the case, 

lSI and nonlinearities would combine to produce the equivalent of multiple pulse 

shapes at the receiver. Thus, in practice, the idea of a matched filter to a single pulse 

shape is not realistic in many cases. if it were possible to actually determine a single 

received pulse, one could still, in principle, determine the matchd filter (2. 7 .13), but 

such a filter may not be easy to realize. Most distorted pulses can, in fact, be matched 

relatively closely by a low-order classical filter like a 2-pole or 3-pole Buttterworth 

or Chebyshev filter set an appropriate bandwidth. For simultion purposes, therefore, 

we recommended having these filters, as well as the classical I&D, available as 

choices for "matched" filtering when doing system studies. 

MatChed filtering can, in principle, compensate for linear distrotion in pulses 

when that disto$o!!_ is knwon, but it cannot compensate for intersymbol interference. 

As we have seen, one could control lSI (ideally eliminate it) if it were possible to 

design all the filters so that the received pulse belongs to the raised cosine family. 

An examination of (2.7.9) shows that such filters may not be simple to synthesize 
) 

especially since they depend on the "channel" transfer function ~(f). The latter can 

represent complex system, as well as the intervening medium; moreover, the system 

may be nonlnear, for which we cannot strictly speak of a transfer function. 
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Furthermore, the system and channel may not be well defined or may be time 

varying. This suggests looking for a self-adaptive solution to the problem discussed. 

2.8 COMMUNICATION CHANNELS AND MODELS 

In its most general sense the word "channel" can be used to mean everything 

between the source and the sink of a signal. Referring back to Figure 2.1, this general 

definition would include all of the equipment shown as well as the physical medium 

between the transmitter and the receiver through which the signal is radiated or 

conducted. In order to simulate such a channel when it is explicity represented by a 

sequence of blocks we need to have a model for each block (as well as for the 

medium), and in fact we do discuss models for all of these blocks in various parts. 

In this section, however, we discuss channel models, which needs to be distinguished 

from the general definition of a channel given above. Basically, a channel model may 

be thought of as a representation, in mathematical or algorithmic form, for the 

transfer characteristics of any continguous subset of the general block diagram. This 

representation is generally not based on the underlying physical phenomena, but 

rather on fitting external (empirical)_ observations. lnpracti~,there are actually two 

quite distinct entities that are referred to a.S channel models. one of these is the 

physical medium only, which may be free space (as an idealiaton), the atmosphere, 

wires, waveguide, or optical fibers. Often, one implicitly includes in this definition 

of channel certain other physical conditions or geometrical constraints that have a 

strong bearing on the effective transfer function that the medium creates between 
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transmitter and receiver. Some of these conditions or constraints include the carrier 

frequency, the bandwidth, and the .physical environment. Depending upon the 

particular combination of controlling factors, the "atmospheric channel" maybe 

described in significantly different ways. Under some conditions, communication to 

or from satellites may be described as passing through an "almost free-space" 

channel. On the other hand, radio-relay or mobile systems are known to operate in 

an environment that produces multiple paths, h~nce is appropriately described as a 

"multipath" channel. 

2.8.1 The Almost Free-Space Chann,el 

Virtually any channel will be benign if the signal has sufficiently small 

bandwidth, and conversely almost any benign channel will exhibit nontrivial distrotion 

when the signal had . sufficiently large bandwidth. Propagation in or through the 

atmosphere is an extremely complex phenomenon, [15], which can take on a wide 

range of behavior depending on circumstances. At one end of this range, the 

atmosphere has frequently been regarded as well approximated by free space, i.e., an 
~. , 

ideal channel. This approximation is fairly good for satellite systems using large 

ground antennas operating in the 4-6 GHz ~ge and with elevation angles that are not 

too small. However, as we increase the carrier frequency and increase the bandwidth , 

correspondingly, a nonnegligible filtering effect begins to manifest itself. We will 

refer to such a case as the almost free-space channel. In this channel we consider only 

this effective filtering to exist: that IS, we assume there is no multipath nor · 

55 



scintillation. Although this filtering characteristic is in reality time-variant, it is 

reasonable to treat it on a quasistatic basis because at the very wide bandwidths for 

which the filtering effect becomes significant the channel does vary very slowly with 

respect to the signal. The time variations can be separately modeled as phase noise 

whose spectrum is extremely narrow. We consider breifly three contributions to this 

filtering effect: (a) the clear-air atmosphere, in which significant filtering can occur 

around specific absorption "lines": (b) the rainy atmosphere, in which absorption is 

a function of frequency; and (c) phase distortion due to the ionsphere. In the rainy 

atmosphere we also briefly consider the depolarizing effect of rain. 

2:8.1.1 Clear-Air Atmospheric (Tropospheric) Channel 

In a clear-air atmosphere an electromagnetic wave interacts with the oxygen 

and water vapor that are present, in a way that depnds on the frequency of the wave. 

At certain frequencies there are resonances, resulting in peaks of absorption, (16) An 

example of atmospheric absorption curves is shown in Figure 4.16. Clearly, over a 

large enough bandwidth, the atmosphere acts as a filter. The possible effects of such 
~~- ' 

a filter have been reported in Ref.[17]. In order to simulate this effect, one needs to 

know the transfer function H(f). If one has a set of measurements, it is strightforward 

to include them as a filter in a simulation, as discussed in Chapter 2. An analytical 
' 

form is preferable, ho~ever, and for this purpose, one can use Liebe's model 

H(f)=H
0
exp[j0.02096(106+N)L] (2.8.1) 
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where N is the complex refractivity in parts per million (a function of 0, 

N=N~ + D(f)+jN"(f);Ho is a constant determined from table look-up; No is the 

frequency-independent refractivity; D(O is the refractive absorption; N"(O is the 

absorption; and Lis the distance in km. 

The above · parameters are dependent on frequency and on atmospheric 

conditions, namely, temperature, barometric pressure, and relative humidity. Values 

of these parameters are tabulated in Ref. (16) Liquid water in clouds or fog will also 

affect the absorption. Of course, the major liquid water effect occurs during rain, 

which we discuss next, 

2.8.1.2 The Rainy-Atmospheric Channel 

At microwave freqencies, say above 10 GHz, rain can become a dominant . 

effect an atmospheric propagation. Certainly, at high enough frequencies and rain 

rate, rain attenuation is much more significant than atmospheric absorption, except 

~ssibly at the resonance lines. The effect of rain is well known [18] and is usually 

accounted for".as.attenuation which is independent of frequency across the bandwidth 

of the signal. However, as mentioned, for sufficiently wide bandwidth this attenuation 

will be frequency dependent, and hence effectively act as a filter. Figure 2.17 

illustrates this point. As an example, we have computed rain attenuation as a function 

of frequency over the band from 17.7 to 21.2 GHz allocated to the space-to-earth path 

for satellite communications. At these frequencies rain attenuation is not only a major 

attenuating fac~or, but as can be seen, it exhibits a significant effetive gain slope 
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across the band. The curves in Figure 2.1J have been computed using the Crane 

model [18] for three different elevation angles and rainfall corresponding to an outage 

robability of 0.2%. The receiving station is assumedat Washington, D.C. which has 

a relatively temperate climate. The effects would be more severe in rainier climates. 

one could interpret F.igure 2.1J' as a filter for use in simulation and simply input 

points from the curves. 

· Another effect of rain which can be significant in d~al-polarized systems is the 

depolarization of radio waves. That is, some of the energy in each polarization is 

transformed into energy of the opposite (orthogonal) Polarization Let. 

S,(t) = p 1(t) cos[3w
1
t + </>

1
(t)] 

Sit) = p2 (t) cos[w2t + <!>it)] 

(2.8.2a) 

(2.8.2b) 

represent signals on polariztion "1" and "2" respectively; these polarizations could be 

linear, say horizontal and vertical, or left hand and right hand circular; the carrier 

frequencies f 1 and f2 may not be the same, but the spectra overlap. The simplest 

model for depolarization takes the fonn 

R1(t) = a 11S1(t) + a 21S2(t) 

R2(t) - a 22(t) Sit) + a 12(t) * S1(t) 

(2.8.3a) 

(2.8.3b) 

where R1(t) and R2(t) are the signals received on polarizations "I" and "2", 

respectively, and the coefficients represent the relative magnitude of each term. 

Basically, the cross-polarized leakage introduces interfernce into each signal. This 

intergerence is referred to as XPI. In signal "I", for example the XPI is 20 log 
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(a11 /a21 ). Situations of this type are easily simulated, and there is also a good deal of 

literature on the effect of interference on the BER of digital signals, as well as on 

methods to compensate for XPI. However, simulation becomes increasingly simpler 

than analysis as the system departs further from the ideal. Equations (2.8.3) can be 

generalized by replacing each of the coefficients a;i by a linear frequency dependent 

transfer characteristic. The result would be 

R1 (t) = h11 (t) * S1 (t) + h21 (t) * Sit) 

~(t) = h22(t) * Sit) + h12(t) * S1(t) 

(2.8.4a) 

(2.8.4b) 

which, again, is straight_ forward to simulate if we know the impulse responses 1\t{t) 

2.8.1.3 The Ionospheric Phase Channel 

In the lower-frequency bands, say of the order of a few hundred megahertz and 

below, the effect of the ionosphere on propagation is extremely complex and best 

characterized as .a time-varying multipath channel. At frequencies above a few 

hundred megahertz, for example in the bands allocated to satellite communications, 

and"11Ssuming the absence of anomalous conditions (solar flares, nuclear events, 

extnnely low evaluation angles) the ionosphere can be approximately modeled by an 

all-pass filter with a nonideal phase characteristic. 

It can be shown [19] that the phase shift expeienced by a wave of frequency 

f due to free electrons in the ionosphere, over and above the free-space 

propagationlag, is given by 
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¢(f) 27r40X I(Yi J s, Nc(s)ds (rad) 
cf •, 

(rad) (2.8.5) 

where c is the speed of light (cm/s), Ne is the areal electron concentration 

(electrons/cm2
) at any point along the path, s, and the integral represents the 

integrated ("columnar") electron density along the signal path. The differential phase 

shift between any two frequencies f0 and f0 + .1f is therefore given by 

t/;(6 f)= ¢(f
0 
+ 6 f)- </>(fJ 

.1f 
= k(f0, N ,s)-

e f + .1f 
0 

(2.8.6a) 

(2.8.6b) 

(2.8.6c) 

in which we have lumped into the constant K all the factors not depending on ~f.In 

fact, since we can consider .1f to be the departure from any given centre frequency 

f0 , it can be seen that (with ~f- f) 

(2.8.7) 

is the complex low-pass equivalent filtering characteristic. We can simplify (il.S. 7) 

still further by defming the nonnalized frequency v = f/f
0

, so that 

v 
1/J(v) = K-

1 +II 
(2.8.8) 
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Obviously, the actual phase characteristic depends in scale on f 1
0 and on the 

integrated electron densitY, which cart vary by two or three orders of magnitude · 

depending upon path length (elevation angle), time of day ,or solar activity. The 

frequency-dependent characteristic v/(1 + v) is very simple and can be entered directly 

as (in sampled fonn) for use in simulation; this function is plotted in Figure 2.18. 

However, it is even simpler to implement if we realize, as the figure suggests, that 

this function is dominated by parabolic phase. That is, if we expand 'l'(v) in a power 

series, say, or a least-squares polynomial decomposition, then the v term is the major 

one (other than v, which does not lead to distortion) for typical fractional bandwidth 

values, say lvi$(B/fo)<Q.I. Because of the simple form of'¥ (v) it is easy to 

demonstrate the poinrusing a Taylor series about v = 0. Thus, one obtains 

ir(v)IK = v/(1 + v) = v-,? + .R3 2.8.9 

where the remainder 

M>., 
andf'f"(u)lk}vhere I ul ~ B. Since~'" (u)/K = 6(1 + u)4

, its maximum value is 

reached when t..t= JI-B, which we ~take as -0.1. Thus, R3 = v3/(0.9) 4 
::::::: 1.5v3 

, 

., 
which means that at v = -0.1, the magnitude of the remainder, relative to the squared 

term, is I.5y3fv2 = l.Sv = 0.15. This means, basically, that the parabolic phase term 

v2 dpminates over any reasonable fractional bandwidth.Hence,a simple expedient to 
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model the effect of the ionosphere is to replace it by a parabolic phase functional 

filter. Notice in this particular case that the 'parabola is concave down. 

2.9 NOISE AND INTERFERENCE 

Ideal transmission of information is impeded by two classes of phenomena; 

imperfect equipment (distortion), and the presence of "generalized noise,' i.e., any 

waveform, random or deterministic, other than the desired signal itself. Of course, 

in nature, both phenomena are unavoidable, but in principle and under some 

circumstances, this need not impair the perfect flow of information. For example, in 

Section 2. 7 we saw that, in principle, linear distortion could be totally compensated 

for by the design of certain pulse shapes or by equalizers. Similarly, it is known that, 

even in the presence of noise, digital transmission can be error-free if the rate of 

transmission does not exceed the channel capacity. However, all known transmission 

schemes are adversely ~fected by the presence of unwanted waveforms. The latter 

comprise the usual thermal, or"front-end" noise of radio amplifiers; the 

corresponding shot noise or impulsive noise ~t the "front-end" of optical receivers; . 

a large class of external noise sources usually described as "impulsive", which may 

arise from natural or man-made sources; and another class that may be referred to as 

-
interference, which includes other signals, modulated or not, that are present 

' 

(inadvertently or intentionally) at the input of a wanted signal's receiver. In this 

section we describe interference sources, primarily from the point of view of 

modeling them for the purpose of simulation. 
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2.9.1 Interference 

Interference can be initially categorized in two broad categories: intentional 

(e.g., jamming) and unintentional. Implied in these terms is also a certain power level 

relative to the desired signal. Thus, intentional connotes that the interference is 

relatively high powered, on the order of the desired signal power or orders of 

magnitude larger. Also implied in this category is that the interferer may have a 

strategy to defeat measures in the receiver that are intended to mitigate its presence. 

Such measures generally fall under the heading of spread spectrum techniques, 

although such techniques are also useful in nonjar::ing environments, as in CDMA. 

Unintentional interference, .on the other hand, generally connotes relatively 

low-level interference, and is generally present as a result of the sharing of a 

communications resource, where signals cannot be perfectly isolated from one 

another. Frequency-division multiple access can produce adjacent-channel interference 

(ACI); sharing of the same frequency allocation by geostationary satellites and 

terrestrial radio-relay system results in cochannel interference. (CCI) as well as ACI. 

In this subsection we discuss this type of interference. ~-

The general interference scenario can thus be modeled simply by 

N 

S(t) = S0{t) + [ a; S;(t) (2.9.1) 
i•1 

where S (t) is the total received waveform at the desired receiver input, S
0 

(t) is the 

desired signal, and {S; (t)} are the interfering signals, possibly attenuated by the 

factors a; representing isolation mechanisms such as antenna djscrimination. 
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From the simulation viewpoint, this situation is easy to reproduce. The S; (t) 

can be more or less arbitrary modulated signals, with carrier frequencies generally 

different from that of S0 (t). We from the complex envelope of S(t) as usual and use 

sampled values. For example, if the S; (t) are given by 

(2.9.2) 

(2.9.3) 

then 

N 
S(t) = Ao(t) eM.<o•e.J + L a;A;(t) eil<>;<IJ • 8;Jei<w .. - ~)1 (2.9 .4) 

i-1 

is the complex equivalent low-pass signal of the receiver input. To simulate 2.9.4 we 

use sampled v3.Iues. In principle, we could use different Sampling rates for the 

different signals involved,depending on their individual bandwidth. However, it is 

more convenient to use a single sampling rate f. if the bandwidth in question are not 

too different. It shout~ be recognized, however, that, the condition (wei-we) ;;eO ha.s 

the effect of increasing the "effective" bandwidth associated with the received 

signal, hence will require a higher sampling rate than if the interference were 

'cochannel. This increase in bandwidth stems from the fact that the equivalent low-

pass spectrum is still modulated on a "carrier" frequency fc; -fc. In general, it is only 

necessary to account for the co-channel interference and the immediately adjacent 
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channels. The effective bandwidth is, of course, at most the sum of the individual 

·bandwidth. Generally, the most straightforward approach is simply to use form 2.9.4, 

and then take values S(kT.) at an appropriate valve ofT., recognizing that T. = f 1
• 

will usually be smaller than in the interference-free case. 

Once we have values ofS(kT,) the simulation proceeds m the same way 

whether interference is present or not. That is, simulation of the given system itself 

is,of course, independent of the input signal. Naturally, we expect to have some 

degradation, due to the presence of interference. 

We note that the presence of unintentional interference generally induces a 

performance degradation that is relatively small, and this degradation can normally 

be compensated for by fairly straightforward and not too costly means, for example, 

I . 

by increasing the signal power by a moderate amount, or perhaps by improving the 

receiver front-end filtering characteristics. On the other hand, as the interference level 

becomes larp, say as large as implied by the "intentional" label, the measures for 

mitigating the int&tt.erence cannot stay simple. 
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CHAYfERID 

CONCLUSION AND FURTHER SCOPE OF STUDY 

3.1 CONCLUSION 

In this thesis work, we have given an introduction to the notion of the 

"modeling" of communication system. A system can be considered to be composed 

of subsystems where conventional representation is the block diagram, each block of 

which stands for a subsystem. If a subsystem were to be the role object of study, it 

too could be considered a system which, in general, would be representable in terms 

of its own systems. Thus, modeling in general can be.thought of in this hierarchical 

fashion. 

~n this thesis work;· definition of system is that represented by Figure 2.1. 

Therefore modeling" in the context of this dissertation means to express the 

functioning of each subsystem in a way that can be actualized in the computer. The 

acwal expression can be one or several equation, an algorithm, a set of tables, etc. 

Almost always, the fonn of expression is functional, meamng that what is rep_!esented 

is some net effect of interest, and not the basic physical building block. 

3.2 FURTHER SCOPE OF STUDY 

While we have given a fairly substantial sample of communication subsystem 

models, it is clear that a reasonably complete treatment would require a large volume 
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in itself. Following are the topics which needs to be addressed for bringing a clear 

simulation images of communication systems. 

(a) Basic properties of signals and systems with emphasis on their 

representation and generation in the simulation context. This includes 

linear time invariant (LTI), linear time variant (LTV) and non-linear 

(NL) systems. 

(b) Information bearing signals, noise and interference in communication 

system are random in nature. Also, the characteristics of some 

components of a communication system might change randomly over 

time e.g. change in the response of a filte,r due to aging of components. 

These phenomena as well as signals,noise and interference can be 

modeled using random variable an random processes and their 

application to Monte Carlo simulation of communication systems. 

(c) Complete modeling of communication system would further require 

lt!odels of Adaptive filtering,multipath channels, Discrete Channel, 

multiplexing/multiple access,Noise, Error Control Coding, 

Synchronization, spread spectrum Techniques and coded Modulation. 
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(d) Another discipline required for study is the statistical aspect of 

simulation for estimation of Performance Measures. 

(e) A good portion of the simulation discipline deals with a number of 

issues that are as much "art" as science. These include software 

structure, reduction of block diagrams to simpler equivalent, the 

replacement of processes passed through chains of equipments by an 

equivalent process, sources and magnitude of errors, and the important 

related subject of validation. 
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Fig.2.16 Atmospheric absorption at sea level as a function of frequency and -

relative humidity (from Ref.17) 
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