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ABSTRACT

Congestion control is important in high speed networks. Due to larger bandwidth
distance product, the amount of data lost due to simultaneous arrivals of burst from multiple
sources can be larger. For the success of ATM, it is important that it provides a good traffic
management for both bursty and non-bursty sources.

Here, conceptsin congestion coritrol for ATM networksare explained. The specification
for_ATM traffic control proposed by ATM forum are presented and evolution of rate-based
framework for ABR (Available Bit Rate) servicve have been discussed. Some rate-based
congestion control schéméshave been described and‘compared. Inthe end, analysis of ERICA
(Explicit Rate Indication for Congestioh Avoidance), a rate-based congestion control scheme

has been given along with some possible modification. Pseudocode for the above algorithm

1s also given.



CHAPTER 1

INTRODUCTION

The future telecommunication should have such characteristics: broadband, multimedia,

~ economical implementation for diversity of services. Broadband integrated services digital

“networks (B-ISDN) provides what we need. Asynchronous Transfer Mode (ATM) is a target

technology for meeting these requirements. In ATM networks, the information is transmitted

~ using shortfixed-length cells, which reducés the delay variance, making it suitable for

integrated traffic consisting of voice, video and data. By proper traffic management, ATMcan

also ensure efficient operation to meet different quality of service (QoS) desired by different

types of traffic.

1.1

1.

How ATM Works

ATM notWork uses fixed-length cells to transmit information. The cell consists of 48

bytes of payioad and S bytes of header. The flexibility needed to support variable

transmission rates is provided by transmitting the necessary number of cells per unit

time.

»ATM network is connection-oriented. It sets up virtual channal connection (VCC)

going through ,-one or more virtual paths (VP) and virtual channals (VC) before
transmitting infonnation. The cells is switched according to the VP or VC identifier
(VPI/VCI) value in the cell head, which is originally set at the connection setup and
1s tfanslated intonew VPI/VCI value while the cell passes each switch.

ATM resources -such as bandwidth and buffers are shared among users, they are
allocated to the user only when they have something to transmit. So the network uses

statistical multiplexing to improve the effective thoughput.



1.2  Need for congestion control |
The assumption that statistical multiplexing can be used to improve the link utilization
is that the users do not take their peak rate values simultaneously. But since the traffic demands
are stochastic and cannot be predicted, congestion is unavoidable. Whenever the total input
rateis greater than the output link capacity, congestion happens. Under a congestion situation,
the queue length may become very large in a short time, resulting in buffer overflow and cell

‘loss. So congestion control is necessary to ensure that users get the negociated QoS.

1.3 Misconception regarding congestion control
There are several misunderstahdings about the cause and the solutions of congestion
control.

1. Congestion s caused by the shortage ofbuffer space. The problem will be solved when

the cost of memory becomes chgép enough to allow very large memory.

Larger buffer is useful only for very short term congestions and will cause undesirabie
long delays. Suppose the total inpht rate of a switch is IMbps and the capacity of the
oufput link is 0.5Mbps, the buffer will overflow after 16 second with 1Mbyte memory
and will also overflow after 1 hour with 225Mbyte memory if the situation persists.
Thus larger buffer size can only postpone the discarding of cells but cannot prevent it.
The long queue and long delay introduced by large memory is undesirablé for some

applications.

2. Congestion is caused by slow links. The problem will be solved _w‘hen high-speed links
~ become available. |

It is not always the case, sometimes increases in link bandwidth can aggravate the

congestion problembecause higher speed links may make the network more unbalanced.

‘For the conﬂgufation, if both of the two sources begin'to send to destination at their

peak rate, congestion will occur at the switch. Higher speed links can make the

congestion condition in the switch worse.
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1.4.1

' Congeétiori is caused by slow processors. The problem will be solved when processor

speed is improved.

This statement can be explained to be wrong similarly to the second one. Faster
processors will transmit more déta in unit time. If several nodes begin to transmit to
one destination simultaneously ét their peak rate, the target will be overwhelmed soon.
Congestion is a dynamic problem, any static solutions are not sufficient to solve the
problem. All the issues presented above: buffer shortage, slow link, slow processor are
symptoms not the causes of congestion. Proper congestion management mechanisms
is more imponant than ever.

Expectation from Congestion Control

Objectives

The objectives of traffic control and congestion control for ATM are: Support a set

of QoS parameters and classes for all ATM services and minimize network and end-system

complexity while maximizing network utilization.

1.4.2 Selection Criteria

Todesign acongestion control scheme is appfOpriaté for ATM network and non-ATM

networks as well, the following guidances are of general interest.

%

Scalability

The scheme should not be limited to a particﬁlar range of speed, distance, number of

switches, or number of VCs. The scheme should be applicabie for both local area networks

(LAN) and wide area networks (WAN).

Fairness

In a shared environment, the throughput for a source depends upon the demands by



other sources. There are several proposed criterion for what is the correct share of bandwidth
for a source in a network environment. And there are ways to evaluate a bandwidth allocation

scheme by comparing its results with a optimal result.

 Fairness Criteria
1. Max-Min

The available bandwidth is equally shared among connections.

2. MCR plus equal share

The bandwidth allocation for a connection is its MCR plus equal share of the available
bandwidth with 'usved MCR .ren‘lovedl

The nth active connection's rate B_is given by

.. C-I® MCR
B = MCR +
. ch
1<n<N,,
3. Maximum of MCR or Max-Min share

The bandwidth allocation for a connection is its MCR or Max-Min share, which ever
is larger. In this definition, each connection acquires larger bandwidth of MCR’and the

bandwidth equally divided by all connections .

This assignment needs an iteration for the sum of Bn's to be settled at the available

bandwidth C, and the required number of iterations cannot be estimated. For



connections with larger MCR, however, more bandwidth can be allocated than in the
previous case.

4. Allocation proportional to MCR

The bandwidth allocation for a connection is Weighted proportional to its MCR The
definition assigns the avialable bandwidth to unconstrained connections in weighted

manner as :

v MCR,

5. Weighted allocation
- The bandwidth allocation for a connection is proportional to its pre-determined’

weight. This is a hybrid of the second and fourth :

B,= MCR, +F(C - =) MCR),

1<n<N,.

Where F_is a weight for the nth connecti_ori and is defined as

b MCR
F = +(1-b)
N, £ M« MCR
l < n S NVC
* Fairness Index

The share of bandwidth for each source should be equal to or converge to the bptimal

value according to some optimality criterion. We can estimate the fairness of a certain scheme



numerically as follows. Suppose a scheme allocates x1, x2,..., xn, while the optimal allocation
1syl,y2, ..., yn. The normalii’ed allocation is zi = xi / yi for each source and the fairness index -
is defined as following:

Fairness = sum(zi) * sum(zi) / sum(zi * zi)

ol Robustness
The scheme should .be insensitive to minor deviations such as slight mistuning of
parameters or loss of control messages. It should also isolate misbehaving users and protect

other users from them.

* Implementability
The scheme should not dictate a particular switch architecture. It also should not be

too complex both in term of time or space it uses.

1.5 Connection Parameters
1.5.1 Quality of Service

A set of parameters are negotiated when a connection is set up on ATM networks.
These parameters are used to measure the Quality of Service (QoS) of a connection and
quantify end-to-end network performance at ATM layer. The.network should guarantee the

QoS by meet certain values of these parameters.

* Cell Transfer Delay (CTD):
'The delay experienced by a cell between the first bit of the cell is transmitted by the
source and the last bit of the cell is received by the destination. Maximum Cell Transfer Delay

(Max CTD) and Mean Cell Transfer Delay (Mean CTD) are used.



* Peak-to-peak Cell Delay Variation (CDV): v
The difference of the maximum and minimum CTD experienced during the connection_‘

Peak-to-peak CDV and Instantaneous CDV are used.

" *  Cell Loss Ratio (CLR):
The percentage of cells that are lost in the network due to error or congestion and are

not received by the destination.

1.5.2 Usage Para:me_ters‘
| Another set of parameters are also negotiated when a connection is set up. These
paraméters discipline the behavior of the user. The network only provide the QoS for the cells

that do. not violate these specifications.

% Peak Cell Rate (PCR):

The maximum instantaneous rate at which the user will transmit.

*  Sustained Cell Rate (SCR):

The average rate as measured over a long interval.

* ' Burst Tolerance (BT):

The maximum burst size that can be sent at the peak rate.

*  Maximum Burst Size (MBS):
The maximum number of back-to-back cells that can be sent at the peak cell rate. BT

and MBS are related as follows: Burst Tolerance = (MBS - 1)(1/SCR - 1/PCR)



*  Minimum Cell Rate (MCR):

The minimum cell rate desired by a user.

16 Service Categories

Providing desired QoS for different applications is very complex. For example, voice
is delay-sensitive but not loss-sensitive, data is loss-. sensitive but pot delay-sensitive, while
some other applications may be both delay-sensitive and loss-sensitive: |

To make it easier to manage, the traffic in ATM is divided into five service classes:

* CBR: Consiani Bit Rate
Qualityrequirements: constant cellrate,1.e. CTD and CDV are tightly constrained; low
CLR. |

Example applications: interactive video and audio.

*  rt-VBR: Real-Time Variable Bit Rate
Quality requirerﬁents: variable cell rate, with CTD and CDV are tightly constrained;
a small nonzero random cell loss is possible as the result of ﬁsing-statiStical multi_p'lexing.

Example applications: interactive compressed video.

* nrt-VBR: Non-Real-Time Variable Bit Rate
Quality requirements: variable cell rate, with only CTD are tightly constrained; a small
nonzero random cell loss is possible as the result of using statistical multiplexing.

Example applications: response time critical transaction processing.

* UBR: Unspecified Bit Rate
Quality requirements: using any left-over capacity, no CTD or CDV or CLR

constrained.



Example applications: email ‘and' news feed. ,‘

* ABR: Available Bit Rate

Quality requirements: usihg the.capacity ofthe network when available and controlling
the source rate by feedbéck to minimize CTD , CDV and CLR.

Example applications: critical data transfer,rrerhote procedure call and distributed file
- service. | A

These service .categories relate. traffic charécteristics and QoS reduirements to
network behaviour. The QoS requirement for each clei_ss is different. The traffic management
policy for them are diﬁ‘erent, too. | |

Among these service classes, ABR is commonly used for data transmissions which
require a guaranteed QoS, such as low probabilityof lossand errof Small delay is also required
for some application, is not as stnct asthe requnrement of loss and error. Due to the burstiness,
unpredictability and huge amount ofthe data trafﬂc congestion control of this class is the most
needed and is also the most studied. |

ATM Forum Technical Committee specnﬁed the feedback mechanism for ABR flow

control We will discuss it in more detall later.



CHAPTER 2

GENERIC FUNCTIONS

Itis observed that events responsible for congestion in broadband networks have time
constants that differ by orders of magnitude; and multiple controls with appreciate time
constants are necéssary to manage network congestion.

We can classify the congestion control schemes by the time scale they operateupon:

1) network design
2)  connection admission control (CAC)
3)  routing (static or dyhamic)

4) traffic sﬁaping
5) end-to-end feedback contfol
6) hop-by-hop feedback control
7) buffering
The different schemes are ﬁxﬁctions on different severity of céngestion as well as

different duration of congestion. .

Another classification of congestion control schemes is by the stage that the

operation is performed:

1) congestion prevention
2) congestion avoidance
3) congestion recovery

Congestion prevention is the method that make cohgestion impossiblé._ Congestion
avoidance is that the congestion may happen, but the method avoid it by get the network state
always in balance. Congestion recovery is the remedy steps to take to pull the system out of
the congestion state as soon as possible and make it less damaging when the congestion already

happened.

10



No 'rﬁatter what kind of scheme is used, the follpwing outstanding problems are the
main difficulties t-hat need 6 be treated carefully: o - | |
1) The burstiness of the data traffic.
2) The unpredictability of the resource demand.
3) The large propagation delay verses the large bandwidth.
To meet the objectives of traffic control and éonges.tidn control in ATM networks, the

following functions and procedures are suggested by the ATM Forum Technical Committee.

- 21 Connection Admission Control
Connection Admission Control (CAC) is defined as the set of actions taken by the
network during the call set-up phase in order to determine whether a connection request can

be accepted or should be rejected.

2.2 Usage Paraméter Control

Usage Parameter Control (UPC) is defined as the set of actions takén by the network V
to monitor and control traffic at the end-system access. Its méin_purpose is to protect network
resources from user misbehavior, which can affect the QoS of other connections, by detecting

violations of negotiated parameters and taking appropriate actions.

2.3 Generic Cell Rate Algorithm

The Generic Cell Rate Algorithm (GCRA) is used to define confor:mance with respect
to the traffic contract. For each cell arrival, the GCRA determines whether the cells conforms
to traffic contract of the connection. The UPC function may implement GCRA, or one or more
equivalent algorithms to enforce conformance. |

GCRA isavirtual scheduling algorithmor a continuous-state Leaky Bucket Algorithm.
The GCRA is used to define the relationship between PCR and CDVT, and relationship

between SCR and BT. The GCRA is also used to specify the conformance of the declared

1



values of and the above parameters.

2.4  Priority Control |

The end-system may generate 'traﬁ’lc. flows of different priority using the Cell Loss |
Priority (CLP)bit. The network‘may selectively discard ceils withlow priority if necessary such
as in congestion to protect, as far as possible, the network berformance for cells with high

priority.

2.5  Traffic Shaping |
Traffic shapingis a méchanism that alters the traffic characteristics of a stream of cells
on a connection to achieve better network efficiency whilst meetihg the QoS objectives, or to
ensure confdrmance at a subsequent interface. | | |
Examples of’ traffic shaping are peak cellrate rédhction, burst length limiting, reduction
of CDV by suitably spacing cells in ti.me, and queue service schefnes. Traffic shaping may be

performed in conjunction with suitable UPC functions. -

2.6 Network Resource Management

InNetwork Resource Management (NRM) s resp_onsible for the allocation of network
resources in order to separate traffic flows accordihg to different service characteristics, to
maintain network perfo.rmance and to optimise resource utilisation. This function is mainly

concerned with the management of virtual paths in order to meet QoS requirements.

2.7 Frame Discard

If a congested network needs to discard cells, it may be better to drop all cells of one
frame than to randomly drop cells belonging to different frah)-es, because one cell loss may
cause the retransmission of the whole frame, which may cause more traffic when congestion

already happened. Thus, frame discard may help avoid congestion collapse and can increase

12



throughput. If done selectively, frame discard may also improve fairness. -

2.8 Feedback Control

Féedback confrols are defined asthe set of actions taken by the network and by the end-
systems to regulate the traffic submitted on ATM conﬁectidns ‘according to-the state of
‘ network élements.

Feedback méchariisms are specified for ABR service class by ATM Forum Technical

Committee. We will discuss it in detail later.

2.9 ABR Flow Control

As we have discussed before, the ABR service category uses the link capacity that is
left over and is applied tb transmit critical data that is sensitive to cell loss. That makes traffic
'maﬁégement for this class the most challenging by the fluation of the nctwofk-l'oad condition,
the burstiness of the data traffic itself, and the CLR requirement. |

The ATM Forum Technical Committee Traffic Management Working Group have
_ worked hard on this .toplc, and here are some of the main issues and the current progress of
'this. érea..

| Congestion management in ATM is a hotly debated topic, many contradictory peliefs

exist on most i’ssues. These beliefs lead to different approaches in the congestion control

schemes. Some of the approaches are :

L Open-Loop vs. Close-Loop

Open-ldop approaches do not need end-to-end feedback, one of the examples of this
type are prior-reservation and hop-to-hdp flow control. In close-loop approaches, the source
adjust its cell rate in responding to the feedback information received from the network.
| It has been argued that close-loop congestion éontrol schemes are t.oo slow in todays

high-speed, large range network, by the time asource gets the feed back and reacts toiit, several

13



thousand cells may have been lost. But on rhe other hand, if the congestion has already:_
happened and and the overload is of long duratioh, the condition cannot be released unless the
source causing thecongestion is asked toreduceitsrate. Furthermore, ABR serviceis designed
touse any bandwidth that is left over the source must have some knowledge of what is available
whenit is sending cells. The ATM Forum Technical Committee Traffic Management Working

Group specified that feedback is necessary fro ABR flow control. "

2. Credit-Based vs. Rate-Based

Credit-Based approaches consists of per-link, per-VC'window flow control. The
receiver monitors queue lengths of each VC and determines the number of cells the sender can |
transmit on that VC, whichis called “credit”. The sender transmits only asmany cellsas allowed
by the credit.” |

Rate- Based approaches control the rate by which the source can transmit. If the
- network is light loaded, the source are allowed to increase its cell rare. If the network is
congested, the source should decrease its rate.

After along debate, ATM Forum finally adopted the rate-based approach and rejected
the credlt—based approach. The main reason for the credlt-based approach not being adopted -
is that it requires per-VC queuing, which will cause considerable complexity in the large
* switches which support millions of VCs. It is not scalable. Rate-Based approaches can work

with or without per-VC queuing.

3. Binary Feedback vs. Explicit Feedback
| Binary Feedback uses on bit in the cell to indicate the elements along the flow pathis
congested or not. The source will increase or decrease its rate by some pre-decided rule upon

receive the feedback. In Explicit Feedback, the network tells the source exactly what rateis

allowed for it to send.

Explicit Rate (ER) feedback approach is preferred, because ER schemes have several

14



advantages over single-bit bina?y feedba‘ck First, ATM nétwo_rks are cohnéction oriented and
the switches know more infonﬁation along the flow péih, tﬁe increased information can only
beused by explicit rate feedback. Secondly, the explicit rate feedback is faster to get the source
to the optimal operating poini. Third, policing is straight forward. The entry switches can
monitor the returning message and use the rate directly. Fourth, with fast convergence time,
the initial rate has less impact. Fifth, the schemes are robust against errors in or loss of a single
message. the next correct message will bring the system to the corréct operating point. There
are two ways fof explicit rate feedback: forward feedback and backwhrd feedback.

With forward feedback, thc messages are sent forward along the path and arereturned
io_the source by the destination upon receiving the mésﬁagc. With backward feedback, the
messages are sent directly back to the source by the switches wheneyér congestion condition

happens or is pending in any of the switches along the flow path.

4. Congestion Detection

Queue Length vs. Queue Growth Rate Actually this issue does 'not cause too much
debate. In earlier schemes, large queue length is often used as theindication of congestion. But
there some problems with this method. First, itisa étatic measur’ément. For example, a switch
with a 10k cells waiting in queue is not necessarily more congested than a switch with a 10 cell
queue if the former one is draining out its queue with 10k cell per s_écond rate and the queue
in the latter is building up quickly. Secondly, using queue length as the method of congestion
detection was shown to result in unfairness. Sources that start up late wér-e found to get lower
throughput than those which start early. Queue growth rate is more appropriate as the
parameter to monitor the congestion state because it shows the direction that the network state
1s going. It is natural and direct to use queue growth rate in a rate—b#sed scheme, with the

controlled parameter and the input parameter have the same unit.

15



CHAPTER 3
RATE-BASED CONGESTION CONTROL FRAMEWORK

3.1  RM-cell Structure

In the ABR service., the source adapts its, rate to chaﬁgihg network conditions.
Information about the state'of the network like bandwidth availability, state of congestion, and
impending congestion, is conveyed to the source through special control cells called Resource

Management Cells (RM-cells).

RM Cell

/
I

Figure 1: RM cell path

ATM Forum Technical Committee specifies the format of the RM-cell. The already
defined fields in a RM-cell that is used in ABR service is explained in this section.

1. Header

The first five bytes of an RM-cell are the standard ATM header with PTI=110 for a
VCC and VCI=6 for a VPC.
2. ID

The protocol ID. The ITU has assigned this field to be set to 1 for ABR service.

16



3. DIR
Direction of the RM-cell with respect to the data flow which it is associated with. It
is set to O for forward RM-cells and 1 for backward RM-cells.
4 BN | |
Backward Notification. It is set to 1 for switch generated (BECN) RM;cells and O for
source generatéd RM-cells. |
5. ClI
| Congestion Indication. It is set to 1 to indicate congestion andVO]other.wise.
6. NI |
No Increase. It is set to 1 to indicate no additive increase of rate allowed when a switch
senses impending congestion and O otherwise. .
7. ER
| Explicit rate. It is used to limit the source rate to a specific value. -
8. - CCR
Current Cell Rate. It is used to indicate to current cell rate of thé source.
9. MCR

Minimum Cell Rate. The minimum cell rate desired by the source.

3.2 Service Parameters

ATM Forum Technical Com'mittee defined a set of flow control parameters for ABR

service.
1. PCR
Peak Cell Rate, it is the source desired but the maximum rate the network can Support.
It is negotiated when the connectio.n is set up.
2. MCR

Minimum Cell Rate, the source need not reduce its rate below it under any condition.

17



10.

11

It is negotiated when the connection is set up.
ICR
Initial Cell Rate, the startup rate after idle periods. It is negotiated when the connection

is set up.

- AIR

Additive Increase Rate, the highest rate increase possible. It is negotiated when the
connection is set up.

Nrm

The riu-mb,er-of cells transmitted per RM-cell sent. Itis negotiated when thé connection -
is set up.

Mrm

Used by the destination to control allocation of bandwidth between forward RM-cells,

backward RM-cells, and data cells. It is negotiated when the connection is set up.
RDF |

Rate Decrease Factor, to control the number of cells sent upon idle startup before the
network can establish control in one Round Trip Time (RTT). It is negotiated when
the conneétion 1s set up.

ACR

Allowed Cell Rate, the source can not transmit with rate higher than it.

Xrm |

The maximum RM-cells sent without féedback before the source need to reduce ité
rate. It is negotiated when the connection is set up.

TOF |

Time Out'Fact_or, to control the maximum time pcrmittéd between sending forward
RM-cells before a rate decrease is required. It is negotiated when the connection is set
up. |

Trm

18



* The inter-RM time interval used in the soufée bel}avior. It is negotiated when the
connection is set up. |
12.  RTT

Round Trip Time between the sourée and the .des'tination. It is computed during call

setup. |
13. XDF

XrmDecrease Factor, specify how much ofthe reduction of the source rate when XRM

is triggered. It is negotiated When the connection is set up.

These parameters are used to implement ABR flow-control on a per-connection basis,
and the source, switch and destination must behave within the rules that defined by thes¢
parameters.

The function and usage of these parameters are still under study.

Source, Destination and Switch Behaviour |

ATM Forum Technical Committee also specifies the soufce, destination, and switch
behavior for the service. .

There are two ‘notatiovns that necd'Ato be explained before we discuss the netwbrk
behavior. N
In-Rate Cells : The cells that counted in the user’s rate with CLP=0. In-rate cells include data
cells and in-rate RM-cells. | |
Out-of-Rate Cells : These cells are RM;cells and are not counted in the user’s rate. They are
used when ACR=0 and in-rate RM cells can not be send. The CLP is set to 1 for them,

In this section, we discuss some highlights of the specification.

3.3 Source Behaviour ‘
1. The value of ACR shall never exceed PCR, nor shall it ever be less than MCR. The

source shall never send in-rate cells at a rate exceeding ACR..



3.4

3.5

The s‘ou.rée shall start with ACR at ICR and the first in-rate cell sent shall be a forward
RM-cell.

The source shall send one RM-cell after every Nrm data cells.

I;" the source does not receive any feedback since it sends the last RM-cell, it shall
reduce its rate by at least ACR*T*TDF after TOF*Nrm cell intervals. |

If at least Xrm in-rate forward RM-cells have been sent since the last backward RM- R
cell with BN=0 was received, ACR shall be reduced by at least ACR*XDF.

When a backward RM-cell is received with CI=1, ACR shall be reduced by a;t least
ACR*Nrm/RDF. If the backward RM-cell has both CI=0 and NI=0, the ACR may be

increased by no more than AIR*Nrm.

Out-of-rate forward RM-cells shall not be sent at a rate greater than TCR.

Destination Behaviour

When a data cell is received, the destination shall save the EFCI state. N
When returning an RM-cell, it shall set CI if saved EFCI is 1. Congested destination
may set both CI and NI, or reduce ER. | |

Ifan RM-cell has not been returned while the next one arrives, throw away the old one.

The destination can generate a backward RM-cell without having received a forward

RM-cell.

Switch Behaviour
The switch may set the EFCI flag in the data cell headers.
The switch may set CI or NI in the RM-cells, or may reduce the ER field.

The switch may generate backward RM-cells with CI or NI set.
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CHAPTER 4

RATE BASED CONGESTION CONTROL
REPRESENTATIVE SCHEMES |

The following is a brief description of congestion control schemes that are proposed
to the ATM Forum. The various mechanisms can be can be classified broadly depending upon

the congestion monitoring criteria used and the feedback mechanism employed.

4.1 EFCI Control Schemes
These class of feedback mechanisms use binary feedback involving the setting of the
EFCI bit in'the cell header. The simplest example of a binary feedback mechanism is based on
the old DECbit scheme. In this scheme all the VCs in a switch share a éommon FIFO queue
and the queue length is monitored. When the queue length exceed a thr-eshold congestibﬁ s
declared and the cells passing the switch have their EFCI bit set. When the queue lengih falls
below _the threshold the cells are passed without their EFCI bit set. The sourée_wil'l adjust its
rate accordingly when it sees the feedback cells with the EFCI bit set or not. VAariations‘ ofthi's '
scheme include using two thresholds for the indication and removing congestion respectively.
Binary feedback mechanisms can sometimes be fair because long hop VCs have higher
possibility to have their cell EFCI bit set and get fewer opportunities to increaée their rate. It
is called the |
.b “beat down problem”. This problem can be alleviated by some enhancements.to the
basic scheme such provide separate queues for each VCs. But a coherenf .problefn with bi.naryv

- feedback mechanisms are that they are too slow for rate-based control in high-speed networks. _
TH—EB4H R

As we have discussed before, explicit rate feedback control would not only be faster

4.2 Explicit Rate Feedback Schemes




but would offer more ﬂe’xibility to switch designeré-. Many ex.pli‘ci_t rat‘é' feedback control
schemes has been proposed, the following are some that is documented by the ATM Forum.
4.2.1 Enhanced Proportional Rate Control Algorithm (EPRCA)

In EPRCA, the source sends data célls Qith EFCl setto 0 andr'-sends RM-cells évery
n data cells. The RM-célls contain desired _exblicit rate (ER), current cell rate (CCR) and
congestion indication (CI). The source ushally initailizes CCR to the allewed cell rate (ACR)
and CI_ to zero. The switch computes a mean allowed cell rate (MACR) for all VCsvusing ‘
exponential weighted average: |

MACR = (I - alpha) * MACR + alpha * CCR -

and the fair share as a fraction of this average, wheré alpha and the ffﬁction are chosen
to be 1/16 and 7/8 respectively. '

| The ER field in the returning RM-cells are reduced to fair_s'hare ifnecessary. The switch -
may also set the CI bit in the cells passing whenit is coﬁgestéd which is sensed by monitoring
its queue length. The destination monitors the EFCI bits in dafa cells and mark the CI bit in
the RM-cell if the last seen data cell had EFCI bit set.

The source decreases its rate contifnuously after éve;ry cell by a fixed facfor and
increases itsrate by an fixed amount ifthe CI bit is not set. Anbfher ruleisthat the new increased
rate must never éxceed either the ER in the returned cell or the PCR of the connection.

In EPRCA the fairness could be achieved if e_ach connection is maintained sep‘arately
at the switch, which is called per-VC accounting. However, since it requires an additional
control complexity, EPRCA adopts another method “intelligent marking”.The other is the
means for reducing the rate of each connection explicitly; that is, the switch can have a
responsibility for determining the cell transmission rate of selected connectiohs. While some
modifications were were required in order to The fairness could be aéhievgd ifeach connection
is maintained separately at the switch, which is called per-VC accounting. However, since it
requires an additional control complexity, EPRCA adopts another method “intelligent’

marking”. The other is the means for reducing the rate of each connection explicitly; that is,
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the switch can have a 'res‘pohsibility for determinihg the cell transmission rate of selected -
connections. While some modifications were were requlred in order to incorporate these new
features, EPRCA preserves a backward compatrblllty with PRCA. A switch supporting only
PRCA can thus also be used in an EPRCA- based network .

EPRCA requires forward RM cells as well as backward RM cells. RM cells contain
a CI(Congestion Indication) bit that is used to carry congestion information to the source.
Instead: of ‘unmarking ‘an EFCI bit of data cells as PRCA_ does, the source end system
periodically sentls_a forward RM cellevery N(rm) data cells. When the destination end system
receives the forward RM cell, it returns the RM cell to the source as abackward RM cell. When
doing this, the destination end system sets the CI bit of the backward RM cell accordihg to the
EFCI status of the last incoming data cell The source end system can thus be notified of the
congestion dected at the intermediate swntches by markmg the EFCI bit of the data cells in the
forward path.

The two major enhancements of EPRCA - intelligent marking and explicit rate setting
— require additional information fields in each RM cell: CCR(Current Cell Rate) and ER
(Explicit Rate) fields. An ER element is used to decrease the source rate explicitly, and .is.
initially set to PCR by the source

The main problem of this scheme is that the congestion detection is based on the queue
length and this method is shownto result in unfairness. Sources that start up late may get lower
throughput than those start early.
4.2.2 Target Utilization Band (TUB) Congestion Avoidance Scheme

In each switch, a target rate is defined as slightly below the link bandWidth, such as 85-
90% of the full capacity. The input rate of the switch is measured over a fixed averaging |
interval. The load factor zis then computed as: Load Factorz= Input Rate/ Target Rate When
the load factor is far from z, which means the switch is either highly overloaded or highly
underloaded, all VCs are asked to change their load by this factor z. When the load factor is

closeto 1, between 1-delta and 1+delta for a small delta, the switch gives different feedback
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to Underloading séurces ahd overloadihg sources. A fairshare is computed, and all sources
whose rates ére more than the fair share are asked to devided their rates by z/(1+delta), while
those below the fair share are asked to devided their rates by z/(1-delta).

4.2.3 Exﬁ{icit Rate Indication for Congestion Avoidance (ERICA)

This scherﬁetdes toachieve éfﬁciency and fairness concurrently by allowingunderloaded
VCs to increase their rate to fair share inspite of the conditions of the network and the sources
already equal or greater than fair share may increase their rate if the link is under used. And
the target capécity of the switc.hbis set higher, 90-95% of the full bandwidth.

" The switch calculates fair share as: '

Fairshare = Target capacity / Number of active VCs

And fhe remaiﬁing cabacity that a source canvuse. is:

VCshare = CCR / Ldad Faétor z 5

Then the switch sets the source’srate to the maximum ofthe two. Theinformation used
to compute the quantities comes from the forward RM-cells and the feedback is given m the
backward RM-cells. this ensures that the most current infermation is used to pfovide 'fastest v
feedback. Another édvéntage of this schemé is that it has few parameters which can be tuned
éasily.

4.2.4 Congestion Avoidance Using Proportionai Control (CAPC)

In this scheme, the switches also set a target utilization slightly below 1 and measure
the input rate to compute load factor z. During‘ underload (z is less than 1), faivr' share is
increased as: |

Fairshare = Fairshare * Min( ERU, 1+(1-z)*Rup)

where Rup is a slope parameter between 0.025 and 0.1, and ERU is the maximum
increase allowed. During overload (z is greater than 1), fair share is decreased as: |

Fairshare = Féirshare * Max(ERF, 1-(z-1)*Rdn) |

where Rdnis a slope parameter between 0.2 and 0.8, and ERF is the minimum decrease
required. The source should never allowed to transmit at a rate higher than the fair share. The

distinguishing feature of this scheme is that it is oscillation-free in steady state.
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425 ER Based on Bandvwidth Demand Estimate Algorithm
- The switcﬁ calcul_ateé the Mean Allowed Cell rate (MACR) basing on a running
exponential average of the ACR value. from each VC’s forward RM-cells as:
_ MACR = MACR + (ACR - MACR) * AVF
where AVF (ACR Variation Factor) is set to 1/16.
If the load factor is less than 1, the left-over bandwidth is reallocated according to:
MACR = MACR + MAIR |
where MAIR is the MACR Additive Increase Rate.
The ER value is COmputed as: |
ER = MACR * MRF
| Where MREF is thé MACR Réduction Factor if congestion is dete-cted', .
ER = MACR if no conge»st-ion is detected. The congestion condition .'is c_ie_tected by

observing that the queue derivative is positive.
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CHAPTER §

ANALYSIS OF ERICA - o
RATE-BASED CONGESTION CONTROL SCHEME

The ERICA (Explicit Rate Indication for angestion Avoidahce) algorithm 1s
.concerned with the fair and efficient allocation of the available bandwidth to all contending
sources. Like any dynamic resource 'algo‘rithm, it requires monitoring thé'availablé capacity
and the current demand on the resourcesHere, the key“Tesource” is the avéilable bandwidth
at a queueing point (input or output port). In most §witchés, output bufféring is used, Which
means that most of the queueing happens at the outport 'po'rts.. Thu.s,. ERICA algorithm is

applied to each output port (or hike).
5.1 The Basic Algorithm

The switch periodically monitors the load on each link and détermines a load factor,
z, the available capacity, and the number of currently active VCs (N). |

The load factor is calculated as the ratio of the measured input raté at the port to the
target capacity of the output link.

ABR Input Rate

ABR Capacity

where,

ABR Capacity = Target Utilization (U) x Link Bandwidth

The Input Rate is measured over an interval called the switch averaging interval. The
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above steps are executed at the end of the switch averaging interval.

Target utilization (U) is a parameter which is set to a fraction (close to, but less than
100%) of the avéilablg capacity. Typical values of target utilization are 0.9 and 0.95.

The load vfact_or, z, 1s an indicator of the congestion level of the link. High overload
values are undesirable.becau'sé they indicate excessive congestion; so are low overload values
whichindicate link underutilization. The optimal operating point is at an overload value equal
to one. The goal of the switch is to' maintain the network at unit overload.

The fair share bf each VC, Fair Share, is also computed as follows

ABR Capacity
Fair Share =

Number of Active Sources
The switch ailbws each source‘sénding at a rate below the Fair Share to rise to Fair
Share every timeit sendsa feedback to the source. Ifthe source does notuse all of its Fair Share,
then the switch fairly allocates the remaining capacity to the sources which can use it. For this
purpose, the sWitch, the switch calculates the quantity:

- CCR
VCShare = '

Ifall VCs changed their réte to their VCShare values then, in the next cycle, the switch
would experience unit overload (z equals ohe).

Hence VCShare aims at bringing the system to an efficient operating point, which may
not necessarily be fair, and Eair Share allocation aims at ensurihg fairness, possibly leading to
overload (inefficient operation). IA cbmbination ofthese two quantitieé isused to rapidly reach
optimal operation as follows. |

ER Calculated = Max (FatrShare, VCShare)

A complete flow chart of the algorithmis presented in Fig. 1. The flow chart shows step
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tobe taken on three possible events: at the end of an averaging interval, onreceiving a cell (data

or RM), and on receiving a backward RM cell. These steps have been numbered.

5.2  Achieving Max-Min Fairness

- Assuming that the measurements do not suffer from high variance, the above algorithm
is sufficient to converge to efficient operation in all cases and to the max-min fair allocations
in most cases. The cbnvergence from transient conditions to the desired operating point is
rapid, often taking less than a round trip time.

- This happens if all of the following three conditions are met: -

1. . The load factor z becomes one
2. There are some sources which are bottlenecked elsewhere upstream.
3 CCR for all remaining sources is greater than the Fair Share.

To achieve max-min fairness, the basic ERICA algorithm isextendéd by remembering
. the highest aliocation made during one averaging interval and ensuring that all eligible sources
can also get this high allocation.

Basically, for z> 1+8, where § is a small fraction, we use the basic ERICA algorithm
and alocate the source Max (FairShare, VCShare). But, for z <= 1+8, we attempt to make all
therate allocationsequal. We calculate the ER asMax (FairShare, VCShare, MaxAllocPrevious).

The key point is that the VCShare is only used to achieve efficiency. The faimeﬁs can
be.achigved only by giving the contending sources equal rates. The system is considered to be

in a state of overload when its load factor, z, is greater than 143,

53 Fairshare First to Avoid Transient Overloads

The inter-RM cell time determines how frequently a source receives feedback. ft isalso
a factpr in _determining the transient fesponse time when load conditions change. Withthe basic
~ ERICA scheme, it is possible that a source which receives feedback first can keep getting rate

increase indications, purely because it sends more RM cells before competing sources can
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receive feedback.

The problem érises wh¢n the Backward RM (BRM) cells from different sources arrive
asxnchronously at the switch. Consider a LAN configuration oftwo sources (A and B), initially
senJing atlow rates. :When the BRM arrives, the switch calculates the féedbaék for the current
load. The transient dverlozi‘d experienced at the switch may still be below unity, and the ACR
of source A is increased further (BRMs for source A are avaﬂable since source A sends more ‘
RM cells at higher rateé)..This effect is observed as an undesirablé spike in the ACR grgphs' _
and suddeﬁ queue spikés when the source B gets its fair share. o _

The problem can be solved by incorporating the follbwing changes to the ERICA '
algorithm. When the calculated ER is greater than the fair share value, aﬁd the source 1s
increasing from CCR l;elow FairShare, we limit its increase to FaifShare. Aiternatively, the
switch could decide not to give new feedback to this source for one méasu_renient interval. This
is useful in LANs where the round trip time is shorter that the inter-RM cell gap and the switch
measurement interval. The following commutation is added to the switch algorithm.

After “ER Calculated is computed: |

-IF ((CCR < FairShare) AND (ER Calculated > FairShare)) THEN . -
ER Calculated = FairShare | |
We can also disable feedback to this source for one meaSuremenf interval.

““ER in RM Cell” is then computed as before.

5.4 Forward CCR used for Reverse Direction Feedback

The only requirement for each switch is to provide its feedback to the sources. This
canalso beachieved ifit indicates the feedback in the reverse path of the RM cell. The backward
going RM (BRM) cell takes less time to reach the source than the forward going RM (ARM)
cell which has to reach the destination first. Thus, the system responds faster to changes in the -
load level. However, the CCR carried by the BRM cell no longer reﬂects the load level in the

system. To maintain the most current CCR value, the switch copies the CCR field from ARM

29



cells, and uses this»ihformation to compute the ER value to be insérted in the BRM cells. This
ensures that the latest CCR informationis used in the ER calculation and that the feedback path
is as short as possible. Figure 2 shows that the first RM cell carries (in its backward path), the
- feedback calculated from the information in the most recent FRM Céll. The CCR table update

and read operations still preserve the O(!) time complexity of the algorithm.

55 Feedback in a Switch Interval

The switch rheasures the overload, the number of active sources and the ABR capacity
periodically (at the end of every switch averagihg interval). The source also sends RM cells
periodically (once every Nrm cells). These RM cells may contain different rates in their CCR
fields. If the switch encounters more than one RM cell from the same VC during the same -
switch interval, then it useé the same valué of overload for computing feedback in both cases.

ERICA adopts an approaCh’,. wﬁer‘e the source and the switch intervals need not be
corrected. The switch provides only one feedback value duﬁng each switchinterval irrespective
of the number of RM cells it encounters. The switch calculates the ER only once per interval,
and the ER value obtained s stored. It inserts the same ER valué inallthe RM cellsit sees during
this interval. The source and switch intervals are completely independent. The source
independently decides theinter-RM cell distance, thus determining the frequency of feedback.
In Fig.3 the switéh interval is greater than the RM cell distance. The ER calculated in the
interval marked Load Measurement Interval is maintainedin a Table and set in all the RM cells

passing through the switch during the next interval.

5.6 Per-VC CCR Measuremeht Option

The CCR ofasource s obtained from the CCR field of the forward going RM cell. The
latest CCR value is used in the ERICA computation. It is assumed that the CCR is correlated
with load factor measured. When the CCR islow, the frequéncy of forward RM cellsbecomes

very low. Hence, the switch may not have a new CCR estimate though a number of averaging
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intervals have elasped. Moreover, the CCR value may not be an accurate measure of the rate
of the VC if the VC is bottlenecked at the source, and is not.able to use its ACR allocatibn. '
Note that ifa VCis bottlenecked on another link, the CCR is set to the bottleneck allocation
within one réund-trip. -

| A po'ssible solutionto the problems ofinaccurate CCR estimates is to measure the CCR
of every VC during the same averaging interval as the load factor. This requires the switch to

~ count the number of cells received per VC during every averaging interval and update the
estimate as follows: |

At the end of an switch averaging interval :

FOR ALL VCs DO
" CCR [VC] = NumberOfCells[VC]/IntervalLength
NumberOfCells[VC] = 0
END
When a cell is received :
.NumberOfCells[VC] = NumberOfCells[VC] + 1
Initialization :
FOR ALL VCs DO NumberOfCells[ VC] = 0
When an FRM cell is récei?éd, do not copy CCR field ffom FRM into CCR[VC]. |

The effect of the per VC CCR measurement can be explained as follows. The basic -

ERICA uses the following formula :
ER Calculated = Mx (FairShare, VCShare)
The measured CCR estimate is alwéys less than or equal to the estimate obtained from
the RM cell CCR field. If the othéf quantities remain constant, the term “VC Shafe” decreases.
Thus the ER calculated will decrease whenever thé first terﬁ dominates. This change results

in a more conservative feedback, and hence shorter queues at the switches.
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5.7 ABR Operation with VBR .and CBR in the Background

Normally, ATM links areused by cénstant bit rate (CBR) and variability bit rate (VBR)
traffic along with ABR traffic. In fact, CBR and VBR have a higher priority. For such links,
we need to measure the CBR and VBR usage along with the input réte. Thé ABR capacity is
then calculated as follows N

ABR Capacity = Target Utilization x Link Bandwidth - VBR Usage - CBR Usage

The rest of ERICA algoﬁthm remains unchanged. The target utilization is appli_ed to

the entire link bandwidth and not to the left over capacity. That is,
ABR Capacity # Target Utilization x {Link Bandwidth - VBR Usage - CBR Usage}

There are two implications of this choice. First, )l-Targei Utilisation) X (link
bandwidth) is available to drainthe queues, which is much more that what would be available

otherwise. Second, the sum of VBR and CBR usage must be less than (target utilisation) x (link

bandwidth).

5.8 Bi-directional Counting of Bursty Sources

A bursty source sends data in bursts during its active periods, and remains idle during
other‘periods. Itis possible that the BRM cell of a bursty source could betravelinginthereverse
direction, but no cells of this source are travailing in the forward direction. A possible
enhancement to the counting algorithm is to also count a source as active wheneyer a BRM
of this source s encountered in thereverse direction. Thisisreferred as “bi-direcﬁonal counting
of active VCs”. |

One problem with this technique is that the reverse queues may be small and the
feedback méy be given before the FairShare is updated, taking into consideration the existence

of the new source.
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We. could also reset the CCR of such-a source to zéfb after updating the FaitShare
value, so that the source is not allocated more than the FairShare value. The motivation behind
this strategy is that the source may be idle, but its CCR is unchanged because no new FRM;s
are encountered. The setting 6f CCR to zero is a cbnserQative strategy which avoids large
queues dueto bursty or ACR reta_ini‘ng sources. Only drawback ofthis strategy isthatin certain

configurations, the link may not be fully utilized if the en_ti're traffic bursty.

5.9 Averaging of the VNumbér of Sources

A teéhniqué to overcome the problem of underestimating the number of active sources
is to use exponential averaging to decay the contribution of each VC to the number of active
source count. |

Flow charts of Figure 4 and 5 show this technique.

The DecayFactof used in decaying the contribution of each VCis avalue between zero
and one, and is usually selected to be a large fraction. Setting the DecayFactor to a smaller
fraction makes the scheme adapt faster to sources which become idle, but makes the scheme

more sensitive to the averaging' interval Ier‘lgth.' o

5.10 Boundary Cases

Two boundary-conditions are introduced in tl-le'calculations at the end of the aver#ging
interval. First, the estimated number of actiye-sources should never be less than one. If the
calculated number of sources is less than one, the Qariable is set toone. Second, the load‘ factor
becomes infinity when the ABR capacity is measured to be zero, and the load féctor becomes

zero when the input rate is measured to be zero. The corresponding allocations are described

in Table 1.
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- Table 1 : Boundary Cases -

ABR Capacity Input Rate Overload  Fairshare CCR/Ovcrload  Feedback

Zero Non-zero Infinity Zero Zerg - Zero
Non-zero Zero Infinity  C/N - Zero' ~ CN
Non-zero Non-zero I/C C/N CCR:"‘C/I Max (CCR*C/I,C/N)
Zero Zero Infinity Zero Zcro _ Zero

5.1 Averagi.ng of thé Load Factor

Incases where no input cells are seenin aninterval, ory when the ABR capacity changes
suddenly (possible due to a VBR source going away), the overload measured in successiQe
intervals may be considerably different. This leads to considerably different feedbacks in
- successive intewais. An optibnal enhancement to smoothen this variance is by averaging the
load factor. This effective increases the length of thle'.averaging interval over which the load
factor is measured. One way to accomplish this is showh in the flow chart of Figure 5.

- The method described above has the following drawbacks. First, the average is reset
everytimez becomes ir_xfmity. Theentire history accumulated in the average prior totheinterval
where the load is to be infinity is lost. |

The second problem with this method is that the exponential average does not give a
good indication of the average vélue of quantities which are not additive. In our case, the load
factor is not an additive quantity. However, the number of ABR cells recetved or output is
additive. |

| To average load factor, we nged to average the input rate (numerator) and the ABR
capacity (denominator) separately. However, inpu; }ate and the ABR capacity are themselves
ratios of cells over time. The input rate is the ratio of number of cells input and the averaging
interval. If the input rates are x1/T1, x2.T2, ...,'xn/Tn, the average input rate is ((x1 + x2 +
... +xn)/(T1 + T2 + ... + Tn)/n). Here, xi’s are the number of ABR cells input in averaging

interval i of length Ti. Similarly the average ABR capacity is (yl +y2+ ... + yn)/n)/((T1 + T2

4




+to.t Tn_)/n). Her;é,,yi’s are the maximur’n} number of ABR c‘cl_ftlls that canbe o.utput in averaging
interval i of length Ti. | -

The load factor is the ratio of these two averages. : |

Exponential averaging is an extension of arithmetic averaging used above. Hence, the
averaging like (x1 + kz + ... +xn) can be replaced by the exponential a\}erage of the variable
Xi.

The»ﬂow_'cha-nvof Figure 5 describes this averaging method.

5.12 Time and VCo_unt Based Averagihg

‘The load facfor, available ABR capacity and the number of active sources need to be
measfxred. periodically. The averaging interval can be set as the time required ti receive a fixed
number of ABR ‘cells (M) at the switch in the forward direction. While this deﬂnitionb 18
sufficient tb correctly measure the load factor and t‘he ABR capacity at the switch, it is not
|  sufficiently to measure the number of active VCs (N) or the CCR per VC accurately.

An alternative way of averaging the quantiti-es is by fixed time interval, T. This ensures
that any source sending at a rate greater than (one cell/T) will be encountered in the averaging
interval. |

One way of combining these two kinds of intervals is to use the minimum of the _ﬁxed-
cell interval and fixed-time interval. Another strategy for overcoming this limitation could be
to measure Nand per-VC CCR over a fixed-time interval; and the capacify andload factor over

the minimum of the fixed-cell and fixed-time interval.

5.13 Selection of ERICA Parameters'

Most congestion control schemes provide‘the network adm.inistrator with a number |
of parameters that can- be set to addpt the behaviour of the schemes to their needs. A good
schenﬁe must provide a small number of pa_rametersih‘at offer the desired level of control. These
parameters should be relatively insensitive to minor -changes in network characteristics.
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ERICA prbvides afew parameters whichare easy to set because the tradeoffs between
their values are well understood. Here, two p.arameters‘ are provided : the Target Utilization
(U) and the Switch Measurement Interval.

The target Utilization determiﬁes the link utilization duriﬁg stéady state conditions. If
the input rate is greater than Target Utilizétion x Link Capacity, then the switch asks sources
to decrease their rates to bring the totél input rate to the desired fraction.'lf queues are present
inthe switch due to transient overloads, then ( 1-U) x Link Capaci_ty is used to drain the queues.
Th¢ network administrator is free to set thé values of Target Utilization as desired.

ERICA measure the required quantities over an averaging interval and uses the

" measured quantities to calculate the feedback in the next averaging interval.

5.14 Two Class Scheduling : ABR and VBR_ ‘

Since the switches provide multiple classes of Service’, they maintain multiple queues.
The key question is how cells in these different queues aré serviced. For example, in the case
~ofa simple two class *VBR and ABR) system, an implementator coﬁld decide to give VBR
a maximum of 90% and ABR a minimum of 10% bandwidt_h. If total ABR load is only 20%,
ABR gets the remaining 80%. On the other hand if VBR input rate is 110% and ABR input
rateis 15%, VBR gets only 90% and ABR gets 10%. If VBR and ABR are 110% and 5%, VBR
gets 95% and ABR gets 5%

Consider the two categories ABR and VBR The VBR service class is characterised
by PCR and SCR parameters which the network must pfovide to the VBR class. The ABR
service class on the other hand is characterised by MCR. The network only guarantees av
minimum bandwidth of MCR to the ABR class. Aﬁy other availéble bandwidthisalso allocated
to this élass. Since VBR applications are delay sensitive while ABR appliéations arenot, VBR
can be considered to be a higher priority class than ABR.

Let vfrac and afrac be the fractions of the total link capacity allocated to VBR and ABR

respectively. If VBR and ABR are the only two supported service categories, then we can
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~ assume without loss of generality that
vfrac + afrac = 1
If both classes have cells to send at all times, thenj for eve‘fy n cells (for large enough
n), n*afrac ABR cells and n"‘vfrac VBR cells must be scheduled. | |
The scheduling isimplemented by a policy describe& below. The scheduler keeps track
of the relative proportions of bandwidth currently used‘by‘each class by maintaining credit
variables acredit and vcredit.
e The class with higher credit value is determined eligible to be scheduled. If credits are
jequal, then VBR is eligible to be scheduled. .
L I If the eligible class has cells in its buffer, a cell from this class is scheduled, 1is
. subtracted from the credit of the class. If the eligible class cannot be scheduled, then
the other class is scheduled if possible but 1 is not subtracted from any creditvvalue.

® . The credit value of each class is incremented by the corresponding fraction. |

The flow chart of Fig. shows the above algorithm. The pseudocode is given in the

appendix A.

$5.16 Possible Modification to ERICA
ERICA depends ixpon the measurement of metrics like overload factor, and the number

of active ABR sources. If there is a high error in the measurement, and the target utilization
_ is set to very high values, ERICA may diverge.

 One simple enhancement of that can be done to ERICA is to have a queue threshold,
and reduce the target utilization if the queue is greater than the threshold. Once the targetv"
utilization is low, the queues are drained out quickly. Hence, this enhancement could maintain
high utilization when the queues are _srha'll, and drains out queues quickly when they become
high.

ERICA achieves high utilization in the steady state, but utilization is limited by the
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target utilization barametef. Tf]_e way to get 100% utilization in steady state, and quick
drainage of queues is to vary the target ABR rate dynamically. Then the target rate would be
ﬁ;n‘ctiqn of queue length, lin_k rate and VBR rate. |

_ Onefeatureof ABR is thatits capacity varies dynamically, due to the presence of higher
priority classes (CBR and VBR). Hence, if the higher priority classes are absent for a short
interval (which may be smaller than the feedback delay), the remaining capacity is not utilized.

Hence, it could be useful to have a bucket full of ABR cells.
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CONCLUSIONS

Congestion control for ATM networks enompasses a number of interrelated elements
operating over different levels and time scales. This report introduces the concepts in
- congestion control for ATM networks and evolution ofrate-based congestion control schemes
for ’ABR service has been traced. Some rate based congestion control schemes are also
described.

We have analysed a congestion avoidance scheme called (ERICA) for data traffic in
ATM networ"ks.. We see that the ERICA séherﬁe achieves both efficiency and fairness, and
exhibits a fast transient response. The development of the scheme was also traced énd the
approachesit uses to achieveits objectives were highlightéd. S'everval designand implementation
aspects of the sgheme were examined and its performance was discussed. In addition several
possible enhancements to the above scheme have also been discussed. The pseudocode for the

ERICA algorithm is given in Appendix.
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APPENDIX

SWITCH PSE_UD‘OCODE

Notes :
° All rates are in the units of cell/s
° The following pseudo-code assumes a simple fixed-time averaging interval. Extension -

to a cells and time averaging interval is trivial

We use the folowing identifying names of flow charts :

Flow Chart 1 : Flow Chart of the Basic ERICS Algorithm. Figure 2

Flow Chart 2 : Flow Chart for Achieving Max-Min Fairness. Figure 3

Flow Chart 3 : Flow Chart for Bi-Directional Counting. Figure 6

Flow Chart 4 : Flow Chart of Averaging Number of Active Sources (Part 1 of 2). Figure 7
Flow Chart S : Flow Chart of Averaging Number of Active Sources (Part 2 of 2). Figure 8
Flow Chart 6 : Flow Chart of Averaging Load Factor (Method 1). Figure 9 |
Flow Chart 7 : Flow Chart of Averaging Load Factor (Method 2). Figure 10

Flow Chart 6 : Flow Chart of 2-class Scheduling. Figure 11

Explanation of some of the variables used are given in the following pages.



Name

_ [ Explanation

[ Flow Chart/Figure

ABR_Cell_Count
Contribution[VC]
Seen_VC_In_This_Interval[VC]
Seen_VC_In_Last_Interval[VC] -

Number_Of _Cells[VC]

Max_Alloc_Previous
Max_Alloc_Current
VBR _Credit

ABR_Credit
Seen_BRM _Cell In_This Interval[VC]

Last_Allocated _ER

Decay_Factor

Number of ABR input

cells in the current interval
Contribution of the VC
towards the count of the
number of active sources

A bit which is set

when a VC is seen in

the current (last) interval
Used in Per VC CCR option
to count number of cells
from each VC in the current
interval

Max rate allocation

in previous interval

Max rate allocation

in current interval

Credit variables

used in scheduling

A BRM from the source

has been seen (and feedback
given) in this interval.

Do not give new feedback
Unique ER feedback to the
source in the current interval
Factor Used in Averaging
the Number of Active Sources
0 < Decay_Factor <1

Flow charts 1 and 7
(step 2)
Flow charts 4 and 5

| Flow charts 1,3 and 5

Flow chart 2
Flow chart 2
Flow chart 8

Figure 5

Figure 5

Flow Charts 4 and 3

Initialization:

(* ABR Capacity and Target Utilization *)

IF (Queue_Control _Option) THEN
Target_Utilization «1
END (* IF *)

ABR_Capac lty_In-cps (—Targ(‘t Utilization x Link_Bandwidth — VBR_and_CBR_Capacity

(* Count of Number of VCs, Cells *)

FOR ALL VCs DO
Contribution{VC} «0
Seen_VC_In_This Interval[VC] (—()

Secen_BRM_Cell In_This Interval[VC] «0

END (* FOR *)
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ABR.Cell_Count. 4—.1\BR._Capa(:it.y_ln-.(:pS x Averaging _Interval
Number_Active_VCs_In_This Interval «Total Number of Setup VCs
Number_Active_VCs_In_Last_Interval «+Number_Active_VCs_In_This_Interval

(* Fairshare and Load Factor variables *) Fair_Share +~—ABR_Capacity In_cps / Number_Active_VCs_In_L_ast
Max_Alloc_Previous 0

Max_Alloc_Current «Fair_Share .
Load Factor «+~ABR_Capacity In_cps/ FairShare

(* Per VC CCR Option Variables *y
IF (Per_VC_CCR_Option) THEN
- FOR ALL VCs DO
Number_Of_Cells[VC] «
"END (* FOR *)
END (* IF *)

(* 2-class Schéduling variables *)

VBR_Fraction, ABR_Fraction «preassigned bandwndth fractions
VBR _Credit +VBR. Fra.ctlon

ABR_Credit «+—ABR_Fraction

A cell of “VC” is received‘ in the forward direction:

IF (Averaging_VCs_Option) THEN
IF (Contribution[VC] < 1) THEN (* VC inactive in current interval *)
Number_Active_VCs_In_This_Interval «
Number_Active_VCs_In_This Interval — Contribution[VC] + 1
IF ((Immediate_Fairshare_Update_Option) AND (Contribution[VC] < Deca.y Factor)) THEN
Number_Active_VCs_In_Last Interval < Number_Active_VCs_In_Last_Interval '
— (Contribution[VC] / Decay_Factor) + 1
Fair_Share +— ABR. Capacity In_cps / Number_Active. VCs_In Last Interval
END (* IF *)
Contribution[VC] «1
END (* IF *)
ELSE
IF (NOT(Seen-VC_In_This Interval[VC])) THEN
Seen_ VC.In Thls_IntLrv(tl[VC] «1
END (* IF *)
AIF ((Immediate_Fair_Share. Optnon) AND (NOT(Scen-VC. In_Last_Intorval[VC] ) THEN
Number_Active_VCs_In_Last_Interval «Number_Active_VCs_In_Last_Interval + 1
Fair Share « ABR_Capacity In_cps / Number_Active_VCs_In_Last_Interval
Seen VC_In_Last_Interval[VC] «1
END (* IF *)
END (* IF *)
ABR (A I.Count «+~ABR_Cell_Count + 1
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IF (Per_VC_CCR_Option) THEN

Number_Of_Cells[VC] «~Number Of_Ce lls[VC] +1
END (* IF *)

Averaging interval timer expires:

IF (NOT(Averaging_VCs_Option)) THEN
Number_Active_VCs_In_Last Interval «Max (3" Seen VC_In_Tlm_Intorval 1)
Number_Active_VCs_In_This_Interval +0
FOR ALL VCs DO
Seen_VC_In_Last_Interval[VC] +Seen_VC_In Thls_Interval[VC]
END (* FOR *)
ELSE ‘ :
Number_Active_.VCs_In_Last_Interval 4—-Ma.x(Number.Act1ve VCs_In_Thls_Interval 1) _
Number.Actlve_VCs_In_Thns_Interval +0
FOR ALL VCs DO
Contribution[VC] (—Contnbutlon[VC] x Decay Factor
" Number_Active_VCs_In_This_Interval +Number_Active_ VCs_In_Thls_Interval + Contnbutlon[VC]
END (* FOR *)
END (* IF *)

IF (Exponential_Averaging Of_Load_Method_2_Option) THEN
ABR _Capacity In_Cells +Max(Target_Utilization x Link_ Bandwidthx Averaging_Interval
— VBR_and_CBR_Cell_Count, 0)
Avg_ABR_Capacity_In_Cells «+-(1—a)x Avg.ABR_Capacity In_ Cells + ax ABR_Capacity In_Cells
Avg_Averaging_Interval «+(1—a)x Avg.Averaging Interval + ax Averaging_Interval
Avg_ABR_Cell_Count +(1—-a)xAvg_-ABR_Cell_ Count + axABR_Cell Count
ABR_Input Rate «+Avg_ ABR_Cell_Count / Avg_Averaging_Interval
- ABR_Capacity In_cps «+Avg_ABR_Capacity In_Cells / Avg_Averagmg.Interval
ELSE
VBR_and_CBR_Cell Rate +—VBR_.and_CBR_Cell_Count / Averaging_Interval
ABR_Capacity In_cps «
Max(Target. Utlhlat.lonxLmk.Bandwndth — VBR_and_CBR_Cell_Rate, 0)

ABR_Input_Rate <~ ABR_Cell_Count / Averaging_Interval
END (* IF *)

IF (Queue_Control Option) THEN

Target-Queue_Length < Target_Time_To_Empty_Queune x ABR_Capacity_In_cps
Queue_Control_Factor «-Fn(Current_Quecue.Length)

ABR _Capacity In_cps +Queue_Control_Factor x ABR_Capacity_In_cps-
END (* IF *)

IF (ExponentiaLAvnrnging_()f-L():ul_M(t(.hml_f_()pt.i(m) THEN

IF (ABR_Capacity In_cps < 0) THEN
Load_Factor «Infinity
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ELSE
IF (Load_Factor = Infinity) THEN
Load _Factor +—ABR_Input_Rate / ABR_Capacity In_cps
ELSE

Load _Factor «+~(1—a) x Load_Factor + a x ABR._Input_Rate / ABR Capacnty_In_cps
END (* IF ¥) .
END (* IF *)
ELSE IF (Exponential_Averaging Of _Load_Method_2_Option) THEN
IF (ABR_Capacity In_cps < 0) THEN ‘
Load_Factor «Infinity
ELSE _
'Load _Factor «+ABR Input_Rate / ABR_Capacity In_cps
END (* IF *)
ELSE (* No exponential averaging *)
IF (ABR.Capacity In_cps < 0) THEN
Load_Factor +Infinity
ELSE - ”
Load_Factor < ABR_Input_Rate / ABR_Capacity_In_cps
END (* IF *)
END (* IF *)

Fair_Share «~ABR_Capacity In_cps / Number_Active_VCs_In_Last_Interval
Max_Alloc_Previous «+Max_Alloc_Current '
Max_Alloc_Current «+Fair_Share
FOR ALL VCs DO
Seen_VC_In_This Interval[VC] «0
Seen_ BRM_Cell In Thls_Interval[VC] +0
END (* FOR *)
ABR_Cell_Count +0
IF (Per_VC_CCR_Option) THEN
FOR ALL VCs DO
CCR[VC] «Number_Of_Cells[VC]/ Averagmg.lnterval
Number_Of_Cells[VC] +0
END (* FOR *)
END (* IF *)
VBR_and_CBR_Cell_Count +0
Restart Averaging_Interval Timer

A Forward RM (FRM) cell of “VC” is received:.
IF (NOT(Per.VC_CCR_Option)) THEN

CCR[VC] +CCR.In_FRM_Cell
END (* IF *)
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A Backward RM (BRM) cell of “VC” is received:

IF (Averaging_VCs_Option) THEN
IF (Contribution[VC] < 1) THEN (* VC inactive in current interval *)
Number_Active_VCs_In_This Interval « '
Number_Active_VCs_In_This_Interval — Coutribution[VC] + 1
IF ((Immediate_Fairshare_Update_Option) AND (Contribution[VC] < D((av Factor)) THEN
Number_Active_VCs_In_Last_Interval «Number_Active. VCs_In_Last_Inter val
— (Contribution{VC] / Decay Factor) + 1

Fair_Share «~ABR_Capacity_In_cps / Number_Active. VCs In_ Last_Inter val
END (* IF (Immediate ...) *)

Contribution[VC] «1-
END (* IF (Contribution ... ) *)
ELSE (* NOT (Averaging_VCs_Option) *)
- IF (NOT(Seen_VC_In_This Interval[VC])) THEN
Seen_VC_In_This Interval[VC] «1
END (* IF *) '
IF ((Immediate_Fair_Share_Option) AND (N()T(S(ren_VC_I_n_Last._lm.erval[VC]))) THEN
- Number_Active_VCs_In Last_Interval «Number_Active_VCs_In_Last_Interval + 1

Fair_Share <~ ABR_Capacity_In_cps / Numl)cr_A(:t.ivc_VCs-In_L;th.';let.ervaxl
Seen_VC_In_Last_Interval[VC] «1

END (* IF ((Immediate ..)) *)
END (* IF-THEN-ELSE (Averaging_VCs_Option) *)

IF (Seen.BRM_Cell In_This Interval[VC]) THEN
- ER_Calculated «Last_Allocated ER[VC]
ELSE
VC_Share[VC] +CCR[VC] / Load_Factor
(* Max-Min Fairness Algoritinn *)
IF (Load_Factor > 1 +48) THEN
ER_Calculated «Max (Fair _Share, VO _Share)
ELSE | |
o ER_Caleulated «Max (Fair_Share. VC_Share, Max_Alloc_Previous)
END (* IF *)
Max_Alloc_Current. «+Max (Max_Alloc_Current. ER_Calenlited)
(* Avoid Unnecessary Trausient. Overloads *) '
IF ((CCRIVC] < Fair_Share) AND (ER_Caleulated > Fair Sh we)) THEN
ER_Calenlated  Fair _Share ‘
(* Optiowally Disable Feedback To This VC For An Averaging Interval *)
END (Y 117 Y) '
CER_Caleulated - Min(ER_Calenlated, ABR Capacity _Ineps)
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(* Ensure One Feedback Per Switch Averagig Interval *)
 Last_Allovated ER[VC] «ER_Calculated

Seen BRM _CellIn This Interval[VC] «1
CEND (* IF *) '
(* Give Feedback In BRM Cell *)

ER_In_.BRM_Cell +Min (ER_in.BRM _Cell, ER_Calculated)

At each cell slot time (two-class scheduling):

IF (VBR_Crédit > ABR_Credit) THEN
[F (VBR Queue is Non-empty) THEN
Schedule VBR Cell )
IF (ABR Quene is Non-empty) THEN
VBR_Credit <~ VBR_Credit — 1
END (* IF *) .
VBR.Credit < VBR _Credit + VBR _Fraction
"ABR_Credit «~ABR.Credit. + ABR_Fraction
ELSE IF (ABR Queue is Non-empty) THEN
Schedule ABR Cell
END (* IF-THEN-ELSE (VBR Qucue is Non-empty) *)
ELSE (* NOT (VBR:Credit > ABR_Credit) *)
IF (ABR Queue is Non-empty) THEN
Schedule ABR Cell
[F (VBR Queue is Non-empty) THEN
ABR_Credit «ABR_Credit — 1
END (* IF *) '
ABR _Credit «<ABR_Credit + ABR_Fraction
VBR_Credit «VBR _Credit + VBR_Fraction
ELSE IF (VBR Quene is Non-empty) THEN
Schedule VBR Cell )
END (* IF-THEN-ELSE (ABR Quene is Non-cmpty) *)
END (* IF-THEN-ELSE (VBR_Credit > ABR_Credit) *)
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D-—C:__:: At the end of averaging interval =

—, —_—

Y l_‘ CEE TS

Calculate Wurnber of Active Sourtces in the lastinterval,

\J Z

ABR Capacity. = Tatget Utilization x Link Bandwidth. . | Sepz
ABR Input Rate :=Numberof ABR cells input’ Averaging Interval —
: ‘ * i
. ‘ : e
Load factor z = ABR 1nput Rate / ABR Capacity \__SE_P__J)

: -

e
Fair Share := ABR Capacity / [Number of Active Sources in the last interval| — <_Stepd >

¥ =

Reset counts of number of ABR cells input and VC activity L {'::Step 5 __'/

1
——®—""  Onrteceiving acell .
e T
] . Step &

Mark VC as active g LS tep iy

Count Number of cells input - {:s_tep 7T
I

—@ receiving a Backward RMcell

This VC’s Share :=VC’s CCR / Load factor 2 —  Steps
ER Calculated :=Nax(FairShare, This VC’s Sharej L ¢ Step9

ER Calculated :=nin[ER Calculated, ABR Capacity]
ERinRM Cell =hin(ERin RM Cell, ER Calculated)
. * - 4&1@

[ Insert ER i1 the bacioward RM Cell J

! |

Figure 2 Flow Chart of the Basic ERTCA Algorithm
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-
Max AllocPrevious =0
MaxAllocCurrent . =Fait Share

—,
—»(mnd of averagilig Intervat —hﬂ_}

———— R

[ DoSteps 1-5 ]

Y

MaxAllocPrevions = MaxAllocCurrent
MaxallocCurrent :=FaitShare

l

lr After Step 3 l

ER Calculated .=

s Load fact '
actor 25 1+5° Manx(Eair Share, This VC's Share)

ER Calkulated .=

Max(Fair Share, This Vs Share,
MaxallocPrevious) ' - > CNewStep 0% D
MaxAllocCutrent =

Max(MaxallocCurrent, ER Calculated)

Go to Step 10

Figure 3 Flow Chart for Achieving Max-Nin Fairness
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Reverse Direction Feedback

Figure 4. Reverse Direction Feedback

Load
Mcasuremcm
Imteryat

I
|
|

Figure 5 Indnpundvn(:e of source and switel, mtervalg



H@Mnga backward RM cell

this YC mat
afiveinthe forward directi
i the current avetaging
interval?

Yes

Mark VC a5 active
inthe forward direction
in this averaging intetval

1

~
-~ g ~
- . ~
~  WatthisVC ~
P “ marked activeinthe
™« forward directioninthelast .-

™~ averaginginterval? -
- ”

= 7 7 7 "hNumber of Active Sourcesin the Lastinterval
:= Number of active soutces in the last i nterval+1

| Fair Share := ABR Capacity/Number of active sources inthe last interval
Mark VC a5 active in the last interval

lredi ate
>  Faitshare

" Update
Option

Perform
Steps 8,9, 10,11

]

Figure § Flow Chart of Bi-Directional Counting
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Tnitialization

For all VCs set
Contribution[VC]:= 0,

Atthe end of averaging interval _:::)

—

Number of Active Sourcesinthe last interval = —..
Numbetof Active Sourcesin the cureent intetval , @
Numberof Active Sourcesin the cutrent interval =0,

Repeat thefollowingforall VCs.

Contribution[V C] = Conteibution[VC] x Decay_Facter,

Nutuberof Active Soutces in the cuetent interval N:=
Numberof Active Soutces inthe cuetent interval N + Conteibution[V (], -

——

.,

Perform steps 2-5 >

—

Figure 7 Flow Chart of averaging number of active sources (part 1 of 2)
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et . T——— —
— On receiving acell in the forward direction ™

\\T____‘_‘

1s Contribution[VC)=17

Numberof Active Sources in the current in ter}.ral
. |:=Numberof Active Sourcesin the current interval — Conttibution[VC]+ 1

- ~
-~ -~ ~
~ “Was this VC marked active ™ ~
~ " inthe forward direction in the tast  ~ ~. Yes

-~
. ———————
™o avetaging interval? P 1
~ Lontribution[VC]>=Decay_Factor ~ :
~ .
~ o P |
-~ ”~
~_ - !
No !
|
r=——-"7 Number oF Active Sourcesin the Lastinterval '
l

{Contei bution[V C]/ Decay_Factor) +1

|
:=Number of active soutces in the last interval - i
: |
Il Fair Share := ABR Capacity/Number of active sourcesinthe last interval |

Contri bution[¥ (] =1

Tnnedi ate
P Faitshare
Update
Option

r

[ Perform step7 |

Figure 8 Flow Chart of averaging number of active sources (part 2 of 2)
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‘——_—'_“—"—b\\_
—® Atthe end of averaging inerval >

"

‘ Perform Step 1,2 - I

AR Capacity <=07 0>

d factorz = Infinity?

Y

Load factorz :=1nfi nitjr

No

Load Factor z .= :
ABRInput Rate/ABR Capacity

Load factorz = (l-w)x z +
 wx (ABR1nput Rate/ ABR Capacity)

v
¥

Perfori Steps 4-5 |

|

> (ewsies )

Figure 9: Flow chart of averaging of load factor (method 1)
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e —e.

¢ atthe.end of averaqi \—m:-“‘\
ol e 301 g interva
’M—__ -~ g __’___,—F/

e

l Perform Step 1 l

' -
ABR Capacityincells .=
Max| Target Utilization x Link Bandwidth x This Interval Length
- VBR and CBR cell count , Q]
‘Average AR R Capacityincells ;=
(1-w) x Average ABR Capacity in cells + w x ABR Capacity in cells —_—
Avetage lnterval Length = L. (ew Step 7)
(1-o) x Average Interval Length + o x This Interval Length N -
Average ABR lnput cell count :=[1- ) x Average AFR Input cell connt + .
- % ABR Input cell count for this interval
Average AB R Capacity incells/sec = .
~ Average ABR Capacity in cells/Average Interval Length
Avetage ABR Inputrate ;= Average ABR Input cell count/Average Interval Length

AN

Average ABR Capacity
incells/sec<=07

' Loa: Eactor ::B:RA?K’SF A_B Rl:llp!ut Rate: Laad factorz :=1nfinity -
Uads ] apaity sisec -~ :
verage apacity in cellsisec > (New Step )

#4 : ]
l Perfori Steps 4-5 I
-

Figure 70 Flow chart of averaging of load factor (method 2)



Schedule ABR
Cell

5 VBR Queue
NonErpty

acredit =
acredit- 1

Schedule VER
Cell

—_— —,

At Every Cell Stot Tinve
e

s voredit >=
acredit

Schedule VER
Cell

No
5 AER Queue

NonEmipty

veredit =
weredit- 1

Y

~ABR Quel
NonEnpty

Schedule ABR
Cell

No

acredit: = acredit + afrac
veredit (= voredit + vlrac

Figure (1 Flow chart of 2-class scheduling
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