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ABSTRACT 

Congestion control is important in high speed networks. Due to larger bandwidth 

distance product, the amount of data lost due to simultaneous arrivals of burst from multiple 

sources can be larger. For the success of ATM, it is important that it provides a good traffic 

management for both bursty and non-bursty sources. 

Here, concepts in congestion control for A TM networks are explained. The specification 

for ATM traffic control proposed by ATM forum are presented and evolution of rate-based 

framework for ABR (Available Bit Rate) servicve have been discussed. Some rate-based 

congestion control schemes have been described and compared. In the end, analysis of ERICA 

(Explicit Rate Indication for Congestion A voidance), a rate-based congestion control scheme 

has been given along with some possible modification. Pseudocode for the above algorithm· 

is also given. 



·CHAPTER 1 

INTRODUCTION 

· The future telecommunication should have such characteristics: broadband, multimedia, 

economical implementation for diversity of services. Broadband integrated services digital 

networks (B-ISON) provides what we need. Asynchronous Transfer Mode {ATM) is a target 

technology for meeting these requirements. In ATM networks, the information is transmitted 

using shortfixed-length cells, which reduces the delay variance, making it suitable for 

integrated traffic consisting of voice, video and data. By proper traffic management, ATM can 

al.so ensure efficient operation to meet different quality of service (QoS)desired by different 

types of traffic. 

1.1 How ATM Works 

1. ATM network uses fixed-length cells to transmit information. The cell consists of 48 

bytes of payload and 5 bytes of header. The flexibility needed to support variable 

transmission rates is provided by transmitting the necessary number of cells per unit 

time. 

2. ATM network is connection-oriented. It sets up virtual channal connection (VCC) 

going through one or more virtual paths (VP) and virtual channals (VC) before 

transmitting information. The cells is switched according to the VP or VC identifier 

(VPIIVCI) value in the cell head, which is originally set at the connection setup and 

is translated into· new VPIIVCI value while the cell passes each switch. 

3. ATM resources such as bandwidth and buffers are shared among users, they are 

allocated to the user only when they have something to transmit. So the network uses 

statistical multiplexing to improve the effective thoughput. 
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1.2 Need for congestion control 

The assumption that statistical multiplexing can be used to improve the link utilization 

is that the users do not take their peak rate values simultaneously. But since the traffic demands 

are stochastic and cannot be predicted, congestion is unavoidable. Whenever the total input 

rate is greater than the output link capacity, congestion happens. Under a congestion situation, 

the queue length may become very large in a short time, resulting in buffer overflow and cell 

loss. So congestion control is necessary to ensure that users get the negociated QoS. 

1.3 Misconception regarding congestion control 

There are several misunderstandings about the cause and the solutions of congestion 

control. 

1. Congestion is caused by the shortage ofbuffer space. The problem will be solved when 

the cost of memory becomes cheap enough to allow very large memory. 

Larger buffer is useful only for very short term congestions and will cause undesirable 

long delays. Suppose the total input rate of a switch is 1 Mbps and the capacity of the 

output link is 0. 5Mbps, the buffer will overflow after 16 second with 1 Mbyte memory 

and will also overflow after 1 hour with 225Mbyte memory if the situation persists. 

Thus larger buffer size can only postpone the discarding of cells but cannot prt;!vent it. 

The long queue and long delay introduced by large memory is undesirable for some 

applications. 

2. Congestion is caused by slow links. The problem will be solved when high-speed links 

become available. 

It is not always the case, sometimes increases in link bandwidth can aggravate ~the 

congestion problem because higher speed links may make the network more unbalanced. 

·For the configuration, if both of the two sources begin to send to destination at their 

peak rate, congestion will occur at the switch. Higher speed links can make the 

congestion condition in the switch worse. 
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3. · Congestion is caused by slow processors. The problem will be solved when processor 

speed is improved. 

This statement can be explained to be wrong similarly to the second one. Faster 

processors will transmit more data in unit time. If several nodes begin to transmit to 

one destination simultaneously at their peak rate, the target will be overwhelmed soon. 

Congestion is a dynamic problem, any static solutions are not sufficient to solve the 

problem. All the issues presented above: buffer shortage, slow link, slow processor are 

symptoms not the causes of congestion. Proper congestion management mechanisms 

is more important than ever. 

1.4 Expectation from Congestion Control 

1.4.1 Objectives 

The objectives oftraffic control and congestion control for ATM are: Support a set 

of QoS parameters and classes for all ATM services and minimize network and end~ system 

complexity while maximizing network utilization. 

1. 4. 2 Selection Criteria 

To design a congestion control scheme is appropriate for A TM network and non-A TM 

networks as well, the following guidances are of general interest. 

* Scalability 

The scheme should not be limited to a particular range of speed, distance, number of 

switches, or number of VCs. The scheme should be applicable for both local area networks 

(LAN) and wide area networks (WAN). 

* Fairness 

In a shared environment, the throughput for a source depends upon the demands by 
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other sources. There are several proposed criterion for what is the correct share ofbandwidth 

for a source in a network environment. And there are ways to evaluate a bandwidth allocation 

scheme by comparing its results with a optimal result. 

* Fairness· Criteria 

1. Max-Min 

The available bandwidth is equally shared among connections. 

2. MCR plus equal share 

The bandwidth allocation for a connection is its MCR plus equal share of the available 

bandwidth with used MCR removed. 

The nth active connection's rate B is given by 
. . n 

C- L~vc MCR 
. . •=I I 

B = MCR + 
n n --------------

1 <n<N 
- - VC 

3. Maximum of MCR or Max-Min share 

The bandwidth allocation for a connection is its MCR or Max-Min share, which ever 

is larger. In this definition, each connection acquires larger bandwidth ofMCffiand the 

bandwidth equally divided by all connections : 

c 
B = max( __ , MCR) 

n n 

') . 
l<n<N 

- - VC 

This assignment needs an iteration for the sum of Bn's to be settled at the available 

bandwidth C, and the required number of iterations cannot be estimated. For 
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connections with larger MCR, however, more bandwidth can be allocated than in the 

prev10us case. 

4. Allocation proportional to MCR 

The bandwidth allocation for a connection is weighted proportional to its MCR The 

definition assigns the avialable bandwidth to unconstrained connections in weighted 

manner as: 

MCR 
n 

B = C n ~~--~------

LNvc 
i=l 

MCR 
I 

5. Weighted allocation 

1<n<N - - vc 

The bandwidth allocation for a connection is proportional to its pre-determined 

weight. This is a hybrid of the second and fourth : 

B = MCR + F (C - 1: Nvc MCR ) 
n n n 1=l , ' 

1 < n <N - - vc 

Where F n is a weight for the nth connection and· is defined as 

b MCR 
n 

fn = -- + (1 -b) ------
NVC L :~c MCRi 

1 < n <N - --., vc 

* Fairness Index 

The share ofbandwidth for each source should be equal to or converge to the optimal 

value according to some optimality criterion. We can estimate the fairness of a certain scheme 
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numerically as follows. Suppose a scheme allocates x 1, x2, ... , xn, while the optimal allocation 

is yl, y2, ... , yn. The normalized allocation is zi =xi I yl for each source and the fairness index 

is defined as following: 

Fairness= sum(zi) * sum(zi) I sum(zi * zi) 

* Robustness 

The scheme should. be insensitive to minor deviations such as slight mistuning of 

parameters or loss of control messages. It should also isolate misbehaving users and protect 

other users from them. 

* I mplementability 

The scheme should not dictate a particular switch architecture. It also should not be 

too complex both in term of time or space it uses. 

1.5 Connection Parameters 

1.5.1 Quality of Service 

A set of parameters are negotiated when a connection is set up on ATM networks. 

These parameters are used to· measure the Quality of Service (QoS) of a connection and 

quantify end-to-end network performance at A TM lay.er. The_network should guarantee the 

QoS by meet certain values of these parameters. 

* Cell Transfer Delay (CTD): 

The delay experienced by a cell between the first bit of the cell is transmitted by the 

source and the last bit of the cell is received by the destination. Maximum Cell Transfer Delay 

(Max CTD) and Mean Cell Transfer Delay (Mean CTD) are used. 
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* Peak-to-petlk Cell Delay Variation (C1JV): 

The difference of the maximum and minimum CTD experienced during the connection. 

Peak-to-peak CDV <md Instantaneous CDV are used. 

. * Cell Loss Ratio (CLR): 

The percentage of cells that are lost in the network due to error or congestion and are 

not received by the destination. 

1.5.2 Usage Parameters 

Another set of parameters are also negotiated when a connection is set up. These 

parameters discipline the behavior of the user. The network only provide the QoS for the cells 

that do not violate these specifications. 

PeakCell Rate (PCR): 

The maximum instantaneous rate at which the user will transmit. 

* Sustained Cell Rate (SCR): 

The average rate as measured over a long interval. 

* Burst Tolerance (BT): 

The maximum burst size that can be sent at the peak rate. 

* Maximum Burst Size (MBS): 

The maximum number ofback-to-back cells that can be sent at the peak cell rate. BT 

and MBS are related as follows: Burst Tolerance= (MBS- 1 )(1/SCR- 1/PCR) 
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* Minimum Cell Rate (MCR): 

The minimum cell rate desired by a user. 

1.6 Service Categories 

Providing desired QoS for different applications is very complex. For example, voice 

is delay-sensitive but not loss-sensitive, data is loss- sensitive but not delay-sensitive, while 

some other applications may be both delay-sensitive and loss-sensitive: 

To make it easier to manage, the traffic in ATM is divided into five service classes: 

* CBR: Constant Bit Rate 

Quality requirements: constant cell rate, i.e. CTD and CDV are tightly constrained; low· 

CLR. 

Example applications: interactive video and audio. 

* rt-VBR: Real-Time Variable Bit Rate 

Quality requirements: variable cell rate, with CTD and CDV are tightly constrained; 

a small nonzero random cell loss is possible as the result ofusing statistical multiplexing. 

Example applications: interactive compressed video. 

* nrt- VBR: Non-Real-Time Variable Bit Rate 

Quality requirements: variable cell rate, with only CTD are tightly constrained; a small 

nonzero random cell loss is possible as the result ofusing statistical multiplexing. 

Example applications: response time critical transaction processing. 

* UBR: Unspecified Bit Rate 

Quality requirements: using any left-over capacity, no CTD or CDV or CLR 

constrained. 
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Example applications: email and news feed. 

* ABR: A vail able Bit Rate 

Quality requirements: using the capacity oft he network when available and controlling 

the source rate by feedback to minimize CTD, CDV and CLR. 

Example applications: critical data transfer, remote procedure call and distributed file 

service. 

These service categories relate. traffic characteristics and QoS requirements to 

network behaviour. The QoS requirement for each class is different. The traffic management 

policy for them are different, too. 

Among these service classes, ABR is commonly used for data transmissions which 

require a guaranteed QoS, such as low probabilityofloss and error. Small delay is also required 

for some application, is not as strict as the requirement ofloss and error. Due to the burstiness, 

unpredictability and huge amount of the data traffic, congestion control of this class is the most 

needed and is also the most studied. 

ATM Forum Technical Committee specified the feedback mechanism for ABR flow 

control. We will discuss it in more detail later. 
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CHAPTER 2 

GENERIC FUNCTIONS 

It is obser\r~d that events responsible forcongestion in broadband networks have time 

constants that differ by orders of magnitude, and multiple controls with appreciate time 

constants are necessary to manage network congestion. 

We can classify the congestion control schemes by the time scale they operate upon: 

1) network design 

2) connection admission control (CAC) 

3) routing (static or dynamic) 

4) traffic shaping 

5) end-to-end feedback control 

6) hop-by-hop feedback control 

7) buffering 

The different schemes are functions on different severity of congestion as well as 

different duration of congestion. 

Another classification of congestion control schemes is by the stage that the 

operation is performed: 

1) congestion prevention 

2) congestion avoidance 

3) congestion recovery 

Congestion prevention is the method that make congestion impossible .. Congestion 

avoidance is that the congestion may happen, but the method avoid it by get the network state 

always in balance. Congestion recovery is the remedy steps to take to pull the system out of 

the congestion state as soon as possible and make it less damaging when the congestion already 

happened. 
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No matter what kind of scheme is used, the following outstanding problems are the 

main difficulties that need lb be treated carefully: 

1) The burstiness of the data traffic. 

2) The unpredictability ofthe resource demand. 

3) The large propagation delay verses the lar:ge bandwidth. 

To meet the objectives of traffic control and congestion control in A TM networks, the 

following functions and procedures are suggested by theATM Forum Technical Committee. 

2.1 Connection Admission Control 

Connection Admission Control (CAC) is defined as the set of actions taken by the 

network during the call set-up phase in order to determine whether a connection request can 

be accepted or should be rejected. 

2.2 Usage Parameter Control 

Usage Parameter Control (UPC) is defined as the set of actions taken by the network 

to monitor and control traffic at the end-system access. Its main purpose is to protect network 

resources from user misbehavior, which can affect the QoS of other connections, by detecting 

violations of negotiated parameters and taking appropriate actions. 

2.3 Generic Cell Rate Algorithm 

The Generic Cell Rate Algorithm (GCRA) is used to define conformance with respect 

to the traffic contract. For each cell arrival, the GCRA determines whether the cells conforms 

to traffic contract of the connection. The UPC function may implement GCRA, or one or more 

equivalent algorithms to enforce conformance. 

GCRA is a virtual scheduling algorithm or a continuous-state Leaky Bucket Algorithm. 

The GCRA is used to define the relationship between PCR and CDVT, and relationship 

between SCR and BT. The GCRA is also used to specify the conformance of the declared 
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values of and the above parameters. 

2.4 Priority Control 

The end-system may generate traffic flows of different priority using the Cell Loss 

Priority (CLP) bit. The network may seiectively.discard cells with low priority if necessary such 

as in congestion to protect, as far as possible, the network performance for cells with high 

priority. 

2.5 Traffic Shaping 

Traffic shaping is a mechanism that alters the traffic characteristics of a stream of cells 

on a connection to achieve better network efficiency whilst meeting the QoS objectives, or to 

ensure conformance at a subsequent interface. 

Examples of traffic shaping are peak cell rate reduction, burst length limiting, reduction 

ofCDV by suitably spacing cells in time, and queue service schemes. Traffic shaping may be 
'. 

performed in conjunction with suitable UPC functions. 

2.6 Network Resource Management 

In Network Resource Management (NRM) is responsible for the allocation of network 

resources in order to separate traffic flows according to different service characteristics, to 

maintain network performance and to optimise resource utilisation. This function is mainly 

concerned with the management of virtual paths in order to meet QoS requirements. 

2. 7 Frame Discard 

If a congested network needs to discard cells, it may be better to drop all cells of one 

frame than to randomly drop cells belonging to different frames, because one cell loss may 

cause the retransmission of the whole frame, which may cause more traffic when congestion 

already happened. Thus, frame discard may help avoid congestion collapse and can increase 
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throughput. If done selectively, frame discard may also improve fairness. 

2.8 Feedback Control 

Feedback controls are defined as the set of actions taken by the network and by the end

systems to regulate the traffic submitted on A TM connections according to the state of 

network elements. 

Feedback mechanisms are specified for ABR service class by ATM Forum Technical 

Committee. We will discuss it in detail later. 

2.9 ABR Flow Control 

As we have discussed before, the ABR service category uses the link capacity that is 

left over and is applied to transmit critical data that is sensitive to cell loss. That makes traffic 

management for this class the most challenging by the fluation of the network load condition, 

the burstiness of the data traffic itself, and the CLR requirement. 

The ATM Forum Technical Committee Traffic Management Working Group have 

worked hard on this topic, and here are some of the main issues and the current progress of 

this area. 

Congestion management in ATM is a hotly debated topic, many contradictory beliefs 

exist on most issues. These beliefs lead to different approaches in the congestion control 

schemes. Some of the approaches are : 

1. Open-Loop vs. Close-Loop 

Open-loop approaches do not need end-to-end feedback, one of the examples of this 

type are prior-reservation and hop-to-hop flow control. In close-loop approaches, the source 

adjust its cell rate in responding to the feedback information received from the network. 

It has been argued that close-loop congestion control schemes are too slow in todays 

high-speed, large range network, by the time a source gets the feed back and reacts to it, several 
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thousand cells may have been lost. But on the other hand, if the congestion has already ·. 

happened and and the overload is oflong duration, the condition cannot be released unless the 

source causing the congestion is asked to reduce its rate. Furthermore, ABR service is designed 

to use any bandwidth that is left over the source must have some knowledge of what is available 

when it is sending cells. The A TM Forum Technical Committee Traffic Managen:tent Working 

Group specified that feedback is necessary fro ABR flow control. 

2. Credit-Based vs. Rate-Based 

Credit-Based approaches consists of per-link, per-VC window flow control. The 

receiver monitors queue lengths of each VC and determines the number of cells the sender can 

transmit on that VC, which is called "credit". The sender transmits only as many cells as allowed 

by the credit. · 

Rate-Based approaches control the rate by which the source can transmit. If the 

network is light loaded, the source are allowed to increase its cell rate. If the network is 

congested, the source should decrease its rate. 

After a long debate, ATM Forum finally adopted the rate-based approach and rejected 

the credit-based approach. The main reason for the credit-based approach not being ado.pted 

is that it requires per-VC queuing, which will cause considerable complexity in the large 

switches which support millions ofVCs. It is not scalable. Rate-Based approaches can work 

with or without per-VC queuing. 

3. Binary Feedback vs. Explicit Feedback 

Binary Feedback uses on bit in the cell to indicate the elements along the flow path ·is 

congested or not. The source will increase or decrease its rate by some pre-decided rule upon 

receive the feedback. InExplicit Feedback, the network tells the source exactly what rate is 

allowed for it to send. 

Explicit Rate (ER) feedback approach is preferred, because ER schemes have several 

14 
.... 



advantages over single.;.bit binary feedback First, A TM networks are connection oriented and 

the switches know more information along the flow path, the increased information can only 

be used by explicit rate feedback. Secondly, the explicit rate feedback is faster to get the source 

to the optimal operating point. Third, policing is straight forward. The entry switches can 

monitor the returning message and use the rate directly. Fourth, with fast convergence time, 

the initial rate has less impact. Fifth, the schemes are robust against errors in or loss of a single 

message. the next correct message will bring the system to the correct operating point. There 

are two ways for explicit rate feedback: forward feedback and backward feedback. 

With forward feedback, the messages are sent forward along the path and are returned 

to the source by the destination upon receiving the message. With backward feedback, the 

messages are sent directly back to the source by the switches whenever congestion condition 

happens or is pending in any of the switches along the flow path.· 

4. Congestion Detection 

Queue Length vs. Queue Growth Rate Actually this issue does not cause too much 

debate. In earlier schemes, large queue length is often used as the indication of congestion. But 

there some problems with this method. First, it is a static measurement. For example, a switch 

with a 1 Ok cells waiting in queue is not necessarily more congested than a switch with a 10 cell 

queue if the former one is draining out its queue with 1 Ok cell per second rate and the queue 

in the latter is building up quickly. Secondly, using queue length as the method of congestion 

detection was shown to result in unfairness. Sources that start up late were found to get lower 

throughput than those which start early. Queue growth rate is more appropriate as the 

parameter to monitor the congestion state because it shows the direction that the network state 

is going. It is natural and direct to use queue growth rate in a rate-based scheme, with the 

controlled parameter and the input parameter have the same unit. 
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CHAPTER 3 

RATE-BASED CONGESTION CONTROL FRAMEWORK 

3.1 RM-cell Structure 

In the ABR service, the source adapts its. rate to changing network conditions. 

Information about the state of the network like bandwidth availability, state of congestion, and 

impending congestion, is conveyed to the source through special control cells called Resource 

Management Cells (RM-cells). 

RMCell 

I 
11111111 

I 
Figure 1: RM cell path 

ATM Forum Technical Committee specifies the format of the RM-ceiL The already 

defined fields in a RM-cell that is used in ABR service is explained in this section. 

I. Header 

The first five bytes of an RM-cell are the standard A TM header with PTI =II 0 for a 

VCC and VCI=6 for a VPC. 

2. ID 

The protocol ID. The ITU has assigned this field to be set to 1 for ABR service. 
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3. DIR 

Direction of the RM-cell with respect to the data flow which it is associated with. It 

is set to 0 for forward RM-cells and 1 for backward RM-cells. 

4. BN 

Backward Notification. It is set to 1 for switch generated (BECN) RM-cells and 0 for 

source generated RM-cells. 

5. CI 

Congestion Indication. It is set to I to indicate congestion and 0 otherwise. 

6. NI 

No Increase. It is set to I to indicate no additive increase of rate allowed when a switch 

senses impending congestion and 0 otherwise. 

7. ER 

Explicit rate. It is used to limit the source rate to a specific value. · 

8. CCR 

Current Cell Rate. It is used to indicate to current cell rate of the source. 

9. MCR 

Minimum Cell Rate. The minimum cell rate desired by the source. 

3.2 Service Parameters 
. 

A TM Forum Technical Committee defined a set of flow control parameters for ABR 

serv1ce. 

I. PCR 

Peak Cell Rate, it is the source desired but the maximum rate the network can support. 

It is negotiated when the connection is set up. 

2. MCR 

Minimum Cell Rate, the source need not reduce its rate below it under any condition. 
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It is negotiated when the connection is set up. 

3. ICR 

Initial Cell Rate, the startup rate after idle periods. It is negotiated when the connection 

is set up. 

4. AIR 

Additive Increase Rate, the highest rate increase possible. It is negotiated when the 

connection ~s set up. 

5. Nrm 

The numberofcells transmitted per RM-cell sent. It is negotiated when the connection 

is set up. 

6. Mrm 

Used by the destination to control allocation ofbandwidth between forward RM-cells, 

backward RM-cells, and data cells. It is negotiated when the connection is set up. 

7. RDF 

Rate Decrease Factor, to control the number of cells sent upon idle startup before the 

network can establish control in one Round Trip Time (RTT). It is negotiated when 

the connection is set up. 

8. ACR 

Allowed Cell Rate, the source can not transmit with rate higher than it. 

9. Xrm 

The maximum RM-cells sent without feedback before the source need to reduce its 

rate. It is negotiated when the connection is set up. 

10. TOF 

Time Out Factor, to control the maximum time permitted between sending forward 

RM-cells before a rate decrease is required. It is negotiated when the connection is set 

up. 

11. Trm 

18 



The inter-RM time interval used in the source behavior. It is negotiated when the 

connection is set up. 

3.3 Source Behaviour 

I. The value of ACR shall never exceed PCR, nor shall it ever be less than MCR. The 

source shall n~ver send in-rate cells at a rate exceeding ACR. 
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2. The source shall start with ACR at ICR and the first in-rate cell sent shall be a forward 

RM-cell. 

3. The source shall send one RM-cell after every Nrm data cells. 

4. Ifthe source does not receive any feedback since it sends the last RM-cell, it shall 

reduce its rate by at least ACR *T*TDF after TOF*Nrm cell intervals. 

5. If at least Xrm in-rate forward RM-cells have been sent since the last backward RM

cell with BN=O was received, ACR shall be reduced by at least ACR *XDF. 

6. When a backward RM-cell is received with CI= J, ACR shall be reduced by at least 

ACR *Nrm/RDF. Ifthe backward RM-cell has both CI=O and NI=O, the ACR may be 

increased by no more than AIR *Nrm. 

7. Out-of-rate forward RM-cells shall not be sent at a rate greater than TCR. 

3.4 Destination Behaviour 

1. When a data cell is received, the destination shall save the EFCI state. 

2. When returning an RM-cell, it shall set CI if saved EFCJ is 1. Congested destination 

may set both Cl and Nl, or reduce ER. 

3. Ifan RM-cell has not been returned while the next one arrives, throw away the old one. 

4. The destination can generate a backward RM-cell without having received a forward 

RM-cell. 

3.5 Switch Behaviour 

J. The switch may set the EFCI flag in the data cell headers. 

2. The switch may set CI or NI in the RM-cells, or may reduce the ER field. 

3. The switch may generate backward RM-cells with CI or NI set. 
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CHAP-TER4 

RATE BASED CONGESTION CONTROL 

REPRESENTATIVE SCHEMES 

The following is a brief description of congestion control schemes that are proposed 

to the A TM Forum. The various mechanisms can be can be classified broadly depending upon 

the congestion monitoring criteria used and the feedback mechanism employed. 

4.1 EFCI Control Schemes 

These class of feedback mechanisms use binary feedback involving the setting of the 

EFCI bit in the cell header. The simplest example of a binary feedback mechanism is bas-ed on 

the old DECbit scheme. In this scheme all the VCs in a switch share a common FIFO queue 

and the queue length is monitored. When the queue length exceed a threshold congestion is 

declared and the cells passing the switch have their EFCI bit set. When the queue length falls 

below the threshold the cells are passed without their EFCI bit set. The source will adjust its 

rate accordingly when it sees the feedback cells with the EFCI bit set or not. Variations ofthis 

scheme include using two thresholds for the indication and removing congestion respectively. 

Binary feedback mechanisms can sometimes be fair because long hop VCs have higher 

possibility to have their cell EFCI bit set and get fewer opportunities to increase their _rate. It 

is called the 

"beat down problem". This problem can be alleviated by some enhancements. to the 

basic scheme such provide separate queues for each VCs. But a coherent problem with binary 

feedback mechanisms are that they are too slow for rate-based control in high-speed networks. 

4.2 Explicit Rate Feedback Schemes 

As ~e have discussed before, explicit rate feedback control would not only be faster 
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. but would offer more flexibility to switch designer~. Many explicit rate feedback control 

schemes has been proposed, the following are some that is documented by the A TM Forum. 

4.2.1 Enhanced Proportional Rate Control Algorithm (EPRCA) 

In EPRCA, the source sends data cells with EFCI set to 0 and sends RM-:cells every 

n data cells. The RM-cells contain desired explicit ra·te (ER), current cell rate (CCR) and 

congestion indication (CI). The source usually initailizes CCR to the allowed cell rate (ACR) 

and CI to zero. The switch computes a mean allowed cell rate (MACR) for all VCs using 

exponential weighted average: 

MACR =(I- alpha)* MACR +alpha* CCR 

and the fair share as a fraction of this average, where alpha and the fraction are chosen 

to be 1/16 and 7/8 respectively. 

The ER field in the returning RM -cells are reduced to fair share if necessary. The switch 

may also set the CI bit in the cells passing when it is congested which is sensed by monitoring 

its queue length. The destination monitors the EFCI bits in data cells and mark the CI bit in 

the RM-cell if the last seen data cell had EFCI bit set. 

The source decreases its rate continuously after every cell by a fixed factor and 

increases its rate by an fixed amount if the CI bit is not set. Another rule is that the new increased 

rate must never exceed either the ER in the returned cell or the PCR of the connection. 

In EPRCA the fairness could be achieved if each connection is maintained separately 

at the switch, which is called per-VC accounting. However, since it requires an additional 

control complexity, EPRCA adopts another method "intelligent marking". The other is the 

means for reducing the rate of each connection explicitly; .that is, the switch can have a 

responsibility for determining the cell transmission rate of selected connections. While some 

modifications were were required in order to The fairness could be achieved if each connection 

is maintained separately at the switch, which is called per-VC accounting. However, since it 

requires an additional control complexity, EPRCA adopts another method "intelligent 

marking". The other is the means for reducing the rate of each connection t:xplicitly; that is, 
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the switch can have a responsibility for determining the cell transmission rate of selected 

connections. While some modifications were were requ~red in order to incorporate these new 

features, EPRCA preserves a backward compatibility with PRCA. A switch supporting only 

PRCA can thus also be used in an EPRCA-based network. 

EPRCA requires forward RM cells as well as backward RM cells. RM cells contain 

a CI(Congestion Indication) bit that is used to carry congestion information to the source. 

Instead of unmarking an EFCI bit of data cells as PRCA does, the source end system 

periodically sends a forward RM cellevery N(rm) data cells. When the destination end system 

receives the forward RM cell, it returns the RM cellto the source as a backward RM cell. When 

doing this, the destination end system sets the CI bit of the backward RM cell according to the 

EFCI status of the last incoming data cell. The source end system can thus be notified of the 

congestion dected at the intermediate switches by marking the EFCI bit of the data cells in the 

forward path. 

The two major enhancements ofEPRCA- intelligent marking and explicit rate setting 

-require additional information fields in each RM cell: CCR(Current Cell Rate) and ER 

(Explicit Rate) fields. An ER elemerit is used to decrease the source rate explicitly, and is 

initially set to PCR by the source 

The main problem of this scheme is that the congestion detection is based on the queue 

length and this method is shown to result in unfairness. Sources that start up late may get lower 

throughput than those start early. 

4.2.2 Target Utilization Band (TUB) Congestion Avoidance Scheme 

In each switch, a target rate is defined as slightly below the link bandwidth, such as 85-

90% of the full capacity. The input rate of the switch is measured over a fixed averaging 

interval. The load factor z is then computed as: Load Factor z =Input Rate I Target Rate When 

the load factor is far from z, which means the switch is either highly overloaded or highly 

underloaded, all VCs are asked to change their load by this factor z. When the load factor is 

close to 1, between 1-delta and 1 +delta for a small delta, the switch gives different feedback 
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to underloading sources and overloading sources. A fairshare is computed, and all sources 

whose rates are more than the fair share are asked to devided their rates by zJ( 1 +delta), while 

those below the fair share are asked to devided their rates by zl(1-delta). 

4.2.3 Explicit Rate lndi{:ationfor CongestionAvoidance (ERICA) 

This scheme tries to achieve efficiency and fairness concurrently by allowing underloaded 

VCs to increase their rate to fair share inspite of the conditions of the network and the sources 

already equal or greater than fair share may increase their rate if the link is under used. And 

the target capacity ofthe switch is set higher, 90-95% of the full bandwidth. 

The switch calculates fair share as: 

Fairshare = Target capacity I Number of active VCs 

And the remaining capacity that a source can use is: 

VCshare = CCR I Load Factor z 

Then the switch sets the source's rate to the maximum of the two. The information used 

to compute the quantities comes from the forward RM-cells and the feedback is given in the 

backward RM-cells. this ensures that the most current infermation is used to provide fastest 

feedback. Another advantage of this scheme is that it has few parameters which can be tuned 

easily. 

4.2.4 Congestion Avoidance Using Proportional Control (CAPC) 

In this scheme, the switches also set a target utilization slightly below 1 and measure 

the input rate to compute load factor z. During underload (z is less than I), fair share is 

increased as: 

Fairshare = Fairshare *Min( ERU, I+(1-z)*Rup) 

where Rup is a slope parameter between 0.025 and 0.1, and ERU is the maximum 

increase allowed. During overload (z is greater than I). fair share is decreased as: 

Fairshare = Fairshare * Max(ERF, I-(z-1 )*Rdn) 

where Rdn is a slope parameter between 0. 2 and 0. 8, and ERF is the minimum decrease 

required. The source should never allowed to transmit at a rate higher than the fair share. The 

distinguishing featur~ of this scheme is that it is oscillation-free in steady state. 
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4.2.5 ER Based on Bandwiclth Demand E. .. timateA/gorithm 

The switch calculates the Mean Allowed Cell rate (MACR) basing on a running 

exponential average ofthe ACR value from each VC's forward RM-cells as: 

.. 

MACR = MACR + (ACR- MACR) * A VF 

where A VF (ACR Variation Factor) is set to 1116. 

Ifthe load factor is less than 1, the left-over bandwidth is reallocated according to: 

MACR = MACR+ MAIR 

where MAIR is the MACR Additive Increase Rate. 

The ER value is cornputed as: 

ER = MACR * MRF 

where MRF is the MACR Reduction Factor ifcongestion is detected, 

ER = MACR if no congestion is detected. The congestion condition is detected by 

observing that the queue derivative is positive. 
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CHAPTER 5 

ANALYSIS OF ERICA 

RATE-BASED CONGESTION C9NTROL SCHEME 

The ERICA (Explicit Rate Indication for Congestion Avoidance) algorithm is 

concerned with the fair and efficient allocation of the available bandwidth to all contending 

sources. Like any dynamic resource algorithm, it requires monitoring the available capacity 

and the current demand on the resources. Here, the Rey resource" is the available bandwidth 

at a queueing point (input or output port). In most switches, output buffering is used, which 

means that most of the queueing happens at the outport ports. Thus, ERICA algorithm is 

applied to each output port (or hike). 

5.1 The Basic Algorithm 

The switch periodically monitors the load on each link and determines a load factor, 

z, the available capacity, and the number of currently active VCs (N). 

The load factor is calculated as the ratio of the measured input rate at the port to the 

target capacity of the output link. 

ABR Input Rate 

z= 
ABR Capacity 

where, 

ABR Capacity= Target Utilization (U) x Link Bandwidth 

The Input Rate is measured over an interval called the switch averaging interval. The 
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above steps are executed at the end of the switch averaging interval. 

Target utilization (U) is a panimeter which is set to a fraction (close to, but less than 

100%) ofthe available capacity. Typical values oftarget utilization are0.9 and 0.95. 

The load fact?r, z, is an indicator ofthe congestion level of the link. High overload 

values are undesirable because they indicate excessive congestion; so are low overload values 

which indic~te link tinderutilization. The optimal operating point is at an overload value equal 

to one. The goal of the switch is to maintain the network at unit overload. 

The fair share of each VC, Fair Share, is also computed as follows 

ABR Capacity 

Fair Share = 

Number of Active Sources 

The switch allows each source sending at a rate below the Fair Share to rise to Fair 

Share every time it sends a feedback to the source. If the source does not use all ofits Fair Share, 

then the switch fairly allocates the remaining capacity to the sources which can use it. For this 

purpose, the switch, the switch calculates the quantity: 

CCR 

VCShare = 

z 

If all VCs changed their rate to their VCShare values then, in the next cycle, the switch 

would experience unit overload (z equals one). 

Hence VCShare aims at bringing the system to an efficient operating point, which may 

not necessarily be fair, and Fair Share allocation aims at ensuring fairness, possibly leading to 

overload (inefficient operation). A combination of these two quantities is used to rapidly reach 

optimal operation as follows. 

ER Calculated= Max (FairShare, VCShare) 

A complete flow chart of the algorithm is presented in Fig.l. The flow chart shows step 
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to be taken on three possible events: at the end of an averaging interval, on receiving a cell (data 

or RM), and on receiving a backward RM cell. These steps have been numbered. 

5.2 Achieving Max-Mir'! Fairness 

Assuming that the measurements do not suffer from high variance, the above algorithm 

is sufficient to converge to efficient operation in all cases and to the max-min fair allocations 

in most cases. The convergence from transient conditions to the desired operating point is 

rapid, often taking less than a round trip time. 

This happens if all of the following three conditions are met: 

I . The load factor z becomes one 

2. There are some sources which are bottlenecked elsewhere upstream. 

3. CCR for all remaining sources is greater than the Fair Share. 

To achieve max-min fairness, the basic ERICA algorithm is extended by remembering 

the highest allocation made during one averaging interval and ensuring that all eligible sources 

can also get this high allocation. 

Basically, for z > I +8, where 8 is a small fraction, we use the basic ERICA algorithm 

and alocate the source Max (FairShare, VCShare). But, for z <= I +8, we attempt to make all 

the rate allocations equal. We calculate the ERas Max (FairS hare, VCShare, MaxAllocPrevious ). 

The key point is that the VCShare is only used to achieve efficiency. The fairness can 

be achieved only by giving the contending sources equal rates. The system is considered to be 

in a state of overload when its load factor, z, is greater than I +8. 

5.3 Fairshare First to Avoid Transient Overloads 

The inter-RM cell time determines how frequently a source receives feedback. It is also 

a factor in detennining the transient response time when load conditions change. With the basic 

ERICA scheme, it is possible that a source which receives feedback first can keep getting rate 

increase indications, purely because it sends more RM cells before competing sources can 

28 



receive feedback. 

The problem arises when the Backward RM (BRM) cells from different sources arrive 

asynchronously at the switch. Consider a LAN configuration of two sources (A and B), initially 
' '~ 

sending at low rates. When the BRM arrives, the switch calculates the feedback for the current 

load. The transient overload experienced at the switch may stiil be below unity, and the ACR 

of source A is increased further (BRMs for source A are available since source A sends more 

RM cells at higher rates) . .This effect is observed as an undesirable spike in the ACR graphs 

and sudden queue spikes when the source B gets its fair share. 

The problem can be solved by incorporating the following changes to the ERICA 

algorithm. When the calculated ER is greater than the fair share value, and the source is 

increasing from CCR below FairShare, we limit its increase to FairShare. Alternatively, the 

switch could decide not to give new feedback to this source for one measurement interval. This 

is useful in LANs where the round trip time is shorter that the inter-RM cell gap and the switch 

measurement interval. The following commutation is added to the switch algorithm. 

After "ER Calculated is computed: 

IF ((CCR < FairShare) AND (ER Calculated 2: FairShare)) THEN 

ER Calculated = FairShare 

We can also disable feedback to this source for one measurement interval. 

"ER in RM Cell" is then computed as before. 

5.4 Forward CCR used for Reverse Direction Feedback 

The only requirement for each switch is to provide its feedback to the sources. This 

can also be achieved ifit indicates the feedback in the reverse path of the RM cell. The backward 

going RM (BRM) cell takes less time to reach the source than the forward going RM (ARM) 

cell which has to reach the destination first. Thus, the system responds faster to changes in the 

load level. However, the CCR carried by the BRM cell no longer reflects the load level in the 

system. To maintain the most current CCR value, the switch copies the CCR field from ARM 
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cells, and uses this information to compute the ER value to be inserted in the BRM cells. This 

ensures that the latest CCR information is used in the ER calculation and that the feedback path 

is as short as possible. Figure 2 showsthat the first RM cell carries (in its backward path), the 

feedback calculated from the information in the most recent FRM cell. The CCR table update 

and read operations still preserve the 0(!) time complexity of the algorithm. 

5.5 Feedback in a Switch Interval 

The switch measures the overload, the number of active sources and the ABR capacity 

periodically (at the end of every switch averaging interval). The source also sends RM cells 

periodically {once every Nrm cells). These RM cells may contain different rates in their CCR 

fields. If the switch encounters more than one RM cell from the same VC during the same . 

switch interval, then it uses the same value of overload for computing feedback in both cases. 

ERICA adopts an approach •. where the source and the switch intervals need not be 

corrected. The switch provides only one feedback value during each switch interval irrespective 

of the number ofRM cells it encounters. The switch calculates the ER only once per interval, 

and the ER value obtained is stored. It inserts the same ER value in all the RM cells it sees during 

this interval. The source and switch intervals are completely independent. The source 

independently decides the inter-RM cell distance, thusdetermining the frequency of feedback. 

In Fig.3 the switch interval is greater than the RM cell distance. The ER calculated in the 

interval marked Load Measurement Interval is maintained in a Table and set in all the RM cells 

passing through the switch during the next interval. 

5.6 Per-VC CCR Measurement Option 

The CCR of a source is obtained from the CCR field ofthe forward going RM cell. The 

latest CCR value is used in the ERICA computation. It is assumed that the CCR is correlated 

with load factor measured. When the CCR is low, the frequency offorward RM cells becomes 

very low. Hence, the switch may not have a new CCR estimate though a number of averaging 
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intervals have elasped. Moreover, the CCR value may not be an accurate measure of the rate 

of the VC if the VC is bottlenecked at the source, and is not able to use its ACR allocation. 

Note that if a VC is bottlenecked on another link, the CCR is set to the bottleneck allocation 

within one round-trip. 

A possible solution to the problems ofinaccurate CCR estimates is to measure the CCR 

of every VC during the same averaging interval as the load factor. This requires the switch to 

count the number of cells received per VC during every averaging interval and update the 

estimate as follows: 

At the end of an switch averaging interval : 

FOR ALL VCs DO 

CCR [VC] = NumberOtLells[VC]/lntervalLength 

NumberOtLells[VC] = 0 

END 

When a cell is received : 

NumberOtLells[VC] = NumberOtLells[VC] + I 

Initialization : 

FOR ALL VCs DO NumberOtLells[VC] = 0 

When an FRM cell is received, do not copy CCR field from FRM into CCR[VC]. 

The effect ofthe per VC CCR measurement can be explained as follows. The basic · 

ERICA uses the following formula : 

ER Calculated= Mx (FairShare, VCShare) 

The measured CCR estimate is always less than or equal to the estimate obtained from 

the RM cell CCR field. lfthe other quantities remain constant, the term "VCShare" decreases. 

Thus the ER calculated will decrease whenever the first term dominates. Tpis change results 

in a more conservative feedback, and hence shorter queues at the switches. 
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5.7 ABR Operation with VBR and CBR in the Background 

Normally, A TM links are used by constant bit rate (CBR) and variabilitybit rate (VBR) 

traffic along with ABR traffic. In fact, CBR and VBR have a higher priority. For such links, 

we need to measure the CBR and VBR usage along with the input rate. The ABR capacity is 

then calculated as follows : 

ABR Capacity= Target Utilization x Link Bandwidth- VBR Usage- CBR Usage 

The rest ofERICA algorithm remains unchanged. The target utilization is applied to 

the entire link bandwidth and not to the left over capacity. That is, 

ABR Capacity"# Target Utilization x {Link Ba·ndwidth- VBR Usage- CBR Usage} 

There are two implications of this choice. First, ) 1-Target Utilisation) x (link 

bandwidth) is available to drain the queues, which is much more that what would be available 

otherwise. Second, the sum ofVBRand CBR usage must be less than (target utilisation) x (link 

bandwidth). 

5.8 Bi-directional Counting of Bursty Sources 

A bursty source sends data in bursts during its active periods, and remains idle during 

other periods. It is possible that the BRM cell of a bursty source could be traveling in the reverse 

direction, but no cells of this source are travailing in the forward direction. A possible 

enhancement to the counting algorithm is to also count a source as active whenever a BRM 

ofthis source is encountered in the reverse direction. This is referred as "bi-directional counting 

of active VCs". 

One problem with this technique is that the reverse queues may be small and the 

feedback may be given before the Fair Share is updated, taking into consideration the existence 

of the new source. 
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We could also reset the CCR of such a source to zefo after updating the FaitShare . 

value, so that the source is not allocated more than the FairS hare value. The motivation behind 

this strategy is that the source may be idle, but its CCRis unchanged because no new FRMs 

are encountered. The setting of CCR to zero is a conservative strategy which avoids large 

queues due to bursty or ACR retaining sources. Only drawback of this strategy is that in certai'n 

configurations, the link may not be fully utilized ifthe entire traffic bursty. 

5.9 Averaging of the Number of Sources 

A technique to overcome the problem of underestimating the number of active sources 

is to use exponential averaging to decay the contribution of each VC to the number of active 

source count 

Flow charts of Figure 4 and 5 show this technique. 

The DecayFactor used in decaying the contribution of each VC is a value between zero 

and one, and is usually selected to be a large fraction. Setting the DecayFactor to a smaller 

fraction makes the scheme adapt faster to sources which become idle, but makes the scheme 

more sensitive to the averaging interval length. 

5.1 0 Boundary Cases 

Two boundary conditions are introduced in the calculations at the end of the averaging 

intervaL First, the estimated number of active sources should never be less than one. If the· 

calculated number of sources is less than one, the variable is set to one. Second, the load factor 

becomes infinity when the ABR capacity is measured to be zero, and the load factor becomes 

zero when the input rate is measured to be zero. The corresponding allocations are described 

in Table I. 
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· Table 1 : Boundary Cases 

ABR Capacity Input Rate Overload Fairshare CCR/Overload Feedback 

Zero Non-zero Infinity Zero Zen~ . Zero 

Non-zero Zero Infinity C/N Zero', C/N 

Non-zero Non-zero 1/C C/N CCR*C/1 Max(CCR*C/1, C/N) 
-

Zero Zero Infinity Zero Zero Zero 

5.11 Averaging of the Load _Factor 

Incases where no input cells are seen in an interval, or when the ABR capacity changes 

suddenly (possible due to a VBR source going away), the overload measured in successive 

intervals may be considerably different. This leads to considerably different feedbacks in 

successive intervals. An optional enhancement to smoothen this variance is by averaging the 

load factor. This effective increases the length of the averaging interval over which the load 

factor is measured. One way to accomplish this is shown in the flow chart ofFigure 5. 

The method described above has the following drawbacks. First, the average is reset 

everytime z becomes infinity. The entire history accumulated in the average prior to the interval 

where the load is to be infinity is lost. 

The second problem with this method is that the exponential average does not give a 

good indication of the average value of quantities which are not additive. In our case, the load 

factor is not an additive quantity. However, the number of ABR cells received or output is 

additive. 

To average load factor, we need to average the input rate (numerator) and the ABR 

capacity (denominator) separately. However, input rate and the ABR capacity are themselves 

ratios of cells over time. The input rate is the ratio~of number of cells input and the averaging 

interval. If the input rates are xl/Tl, x2.T2, ... , xn/Tn, the average input rate is ((xi + x2 + 

... + xn)/(Tl + T2 + ... + Tn)/n). Here, xi's are the number of ABR cells input in averaging 

interval i oflength Ti. Similarly the average ABR capacity is (yl + y2 + ... + yn)/n)/((Tl + T2 
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+ ... + Tn)/n ). Here, yi 's are the maximum number of ABR c·~ns that cari be output in averaging 

interval i oflength Ti. 

The load factor is the ratio of these two averages. 

Exponential averaging is an extension of arithmetic averaging used above. Hence, the 

averaging like (xl + x2 + ... + xn) can be replaced by the exponential average ofthe variable 

XI. 

The flow chart of Figure 5 describes this averaging method. 

5.12 Time and Count Based Averaging 

. The load factor, available ABR capacity and the number of active sources need to be 

measured periodically. The averaging interval can be set as the time required ti receive a fixed 

number of ABR cells (M) at the switch in the forward direction. While this definition is 

sufficient to correctly measure the load factor and the ABR capacity at the switch, it is not 

sufficiently to measure the number of active VCs (N) or the CCR per VC accurately. 

An alternative way of averaging the quantities is by fixed time interval, T. This ensures 

that any source sending at a rate greater than (one cell/T) will be encountered in the averaging 

interval. 

One way of combining these two kinds of intervals is to use the minimum of the fixed

cell interval and fixed-time interval. Another strategy for overcoming this limitation could be 

to measure Nand per-VC CCR over a fixed-time interval; and the capacity and load factor over 

the minimum of the fixed-cell and fixed-time interval. 

5.13 Selection of ERICA Parameters· 

Most congestion control schemes provide.the network administrator with a number 

of parameters that can be set to adopt the behaviour of the schemes to their needs. A good 

scheme must provide a small number of parameters that offer the desired level of control. These 

parameters should be relatively insensitive to minor changes in network characteristics. 
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ERICA provides a few parameters which are easy to set because the tradeoffs between 

their values are well understood. Here, two parameters are provided : the Target Utilization 

(U) and the Switch Measurement Interval. 

The target Utilization determines the link utilization during steady state conditions. If 

the input rate is greater than Target Utilization x Link CapaCity, then the switch asks sources 

to decrease their rates to bring the total input rate to the desired fraction.· If queues are present 

in the switch due to transient overloads, then ( 1-U) x Link Capacity is used to drain the queues. 

The network administrator is free to set the values of Target Utilization as desired. 

ERICA measure the required quantities over an averaging interval and uses the 

measured quantities to calculate the feedback in the next averaging interval. 

·5.14 Two Class Scheduling: ABR and VBR 

Since the switches provide multiple classes of service, they maintain multiple queues. 

The key question is how cells in these different queues are serviced. For example, in the case 

of a simple two class *VBR and ABR) system, an implementator could decide to give VBR 

a maximum of90% and ABR a minimum oflO% bandwidth. Iftotal ABR load is only 20%, 

ABR gets the remaining 80%. On the other hand if VBR input rate is 110% and ABR input 

rateis 15%, VBRgetsonly90%andABRgets 10%. IfVBRandABRare 110%and5%, VBR 

gets 95% and ABR gets 5%. 

Consider the two categories ABR and VBR. The VBR service class is characterised 

by PCR and SCR parameters which the network must provide to the VBR class. The ABR 

service class on the other hand is characterised by MCR. The network only guarantees a 

minimum bandwidth ofMCR to the ABRclass. Any other available bandwidth is also allocated 

to this class. Since VBR applications are delay sensitive while ABR applications are not, VBR 

can be considered to be a higher priority class than ABR. 

Let vfrac and afrac be the fractions of the total link capacity allocated to VBR and ABR 

respectively. If VBR and ABR are the only two supported service categories, then we can 
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assume without loss of generality that 

vfrac + afrac = I 

If both classes have cells to send at all times, then for every n cells (for large enough 

n), n*afrac ABR cells and n*vfrac VBR cells must be scheduled. 

The scheduling is implemented by a policy described below. The scheduler keeps track 

ofthe relative proportions ofbandwidth currently used byeach class by maintaining credit 

variables acredit and vcredit. 

• The class with higher credit value is determined eligible to be scheduled. lfcredits are 

equal, then VBR is eligible to be scheduled. 

• If the eligible class has cells in its buffer, a cell from this class is scheduled, I is 

subtracted from the credit of the class. If the eligible class cannot be scheduled, then 

the other class is scheduled if possible but I is not subtracted from any credit value. 

• The credit value of each class is incremented by the corresponding fraction. 

The flow chart of Fig. shows the above algorithm. The pseudocode is given in the 

appendix A. 

5.15 Possible Modification to ERICA 

ERICA depends upon the measurement ofmetrics like overload factor, and the number 

of active ABR sources. If there is a high error in the measurement, and the target utilization 

is set to very high values, ERICA may diverge. 

One simple enhancement of that can be done to ERICA is to have a queue threshold, 

and reduce the target utilization if the queue is greater than the threshold. Once the target 

utilization is low, the queues are drained out quickly. Hence, this enhancement could maintain 

high utilization when the queues are small, and drains out queues quickly when they become 

high. 

ERICA achieves high utilization in the steady state, but utilization is limited by the 
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target utilization parameter. The way to get 100% utilization in steady state, and quick 

drainage of queues is to vary the target ABR rate dynamically. Then the target rate would be 

function of queue length, link rate and VBR rate. 

. One feature of ABR is that its capacity varies dynamically, due to the presence ofhigher 

priority classes (CBR and VBR). Hence, if the higher priority dasses are absent for a short 

interval (which may be smaller than the feedback delay), the remaining capacity is not utilized. 

Hence, it could be usefulto have a bucket full of ABR cells. 
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CONCLUSIONS 

Congestion control for A TM networks enompasses a number ofinterrelated elements 

operating over different levels and time scales. This report introduces the concepts in 

congestion control for A TM networks and evolution of rate-based congestion control schemes 

for ABR service has been traced. Some rate based congestion control schemes are also 

described. 

We have analysed a congestion avoidance scheme called (ERICA) for data. traffic in 

ATM networks. We see that the ERlCA scheme achieves both efficiency and fairness, and 

exhibits a fast transient response. The development of the scheme was also traced and the 

approaches it uses to achieve its objectives were highlighted. Several design and implementation 

aspects of the scheme were examined and its performance was discussed. In addition several 

possible enhancements to the above scheme have also been discussed. The pseudocode for the 

ERlCA algorithm is given in Appendix. 
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APPENDIX 

SWITCH PSEUDOCODE 

Notes: 

• All rates are in the units of cell/s 

• The following pseudo-code assumes a simpie fixed-time averaging interval. Extension 

to a cells and time averaging interval is trivial 

We use the folowing identifYing names of flow charts : 

Flow Chart I :Flow Chart of the Basic ERICS Algorit\lm. Figure 2 

Flow Chart 2 :Flow Chart for Achieving Max-Min Fairness. Figure 3 

Flow Chart 3 : Flow Chart for Bi-Directional Counting. Figure 6 

Flow Chart 4 :Flow Chart of Averaging Number of Active Sources (Part I of2). Figure 7 

Flow Chart 5 :Flow Chart of Averaging Number of Active Sources (Part 2 of2). Figure 8 

Flow Chart 6 :Flow Chart of Averaging Load Factor (Method I). Figure 9 

Flow Chart 7: Flow Chart of Averaging Load Factor (Method 2). Figure IO 

Flow Chart 6 : Flow Chart of 2-class Scheduling. Figure II 

Explanation of some of the variables used are given in the following pages. 
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Name 

ABR_CelLCount 

Contribution[VC] 

Seen_ VC_In_ This_lnterval [VC] 
Seen_VC_In_Last_lnterval[VC] 

Number _OLCells[VC] 

Max__Alloc_previous 

Max__Alloc_Current 

VBR_Credit 
ABR_Credit 

I Explanati(m 

Number of ABR input 
cells in the current interval 
Contribution of the VC 
towards the count of the 
number of active sources 

' A bit which is set 
when a VC is seen in 
the current (last) interval 
Used in Per VC CCR option 
to count number of cells 
from each VC in the current 
interval 

I Flow Chart/Figure 

Flow charts 1 and 7 
(step 2) 
Flow charts 4 and 5 

Flow charts 1,3 and 5 

Max rate allocation Flow chart 2 
in previous interval 
Max rate allocation Flow chart 2 
in current interval 
Credit variables Flow chart 8 
used in scheduling 

Seen_BRM _CelLln_ This_Interval[VC] A BRM from the source Figure 5 
has been seen (and feedback 
given) in this interval. 
Do not give new feedback 

Last__Allocated.ER Unique ER feedback to the Figure 5 
source -in -the current interval 

Decay _Factor Factor Used in Averaging Flow Charts 4 and 5 
the Number of Active Sources 
0 < Decay _Factor :::; 1 

Initialization: 

(* ABR Capacity and Target Utilization *) 
IF (Qucue_ControLOption) THEN 

TargcLUtilization t-1 
END (* IF*) 
ABR_Capacity _ln_cps t-Target_ Utilization x Linkllandwidth - VBR_and_CBR_Capacity 

(* Count of Number of VCs, Cells *) 
FOR ALL VCs DO 

Contrihution[VCJ t-0 
Seen_ VCJu_This_l uterval[VCJ t-0 
Sccu_I3RM _CeiiJ IL This_Iuterval[VC] t-0 

END (* FOR *) 
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A I3ILCdLCount. +---A 131LCapacit.y _ht..cps x A veraging_l nt.erval 
Numher_Act.ive_VCs_In_This.Jnt.erval +-Total NumiH~r of Setup VCs 
Number _Active_ VCs_In_LasLinterval +-Number _Act.ivc_ VCs.Jn_This.Jnt.erval 

( * Fairs hare. and Load Factor variables*) Fair _Share +--- ADR_Capacity _ln_cps I Number _Active_ VCs_ln_La.-;t 
Max_Alloc_previous +---0 
Max_A lloc_Current +---Fair _Share 
Load_Fact.or +-ABR_Capacity .Jn_~psl FairSharc 

(* Per VC CCR Optioq Variables*) 
IF (Per_ VC_CCR_Option) THEN 

FOR ALL VCs DO 
Number _OLCells[VC] +---0 

END(* FOR*) 
END(* IF*) 

(* 2-class Scheduling variables *) 
VBR_Fraction, ABR-Fraction +-preassigned bandwidth fractions 
VBR_Credit +---VBR_Fraction 
ABR_Credit +-ABR_Fraction 

A cell of "VC" is received in the forward direction: 

IF (Averaging_VCs_Option) THEN 
IF (Contribution[VC] < 1) THEN (* VC inactive in current interval *) 

Number _Active_ VCs.Jn_ This.Jnterval +
Number_Active_VCs.Jn_This.Jnterval - Contribution[VC] + 1 

IF ((Immediate_Fairshare_Update_Option) AND (Contribution[VC] < Decay_Factor)) THEN 
Number _Active_ VCs.Jn..Last.Jnterval +---Number _Active_ VCs.Jn..Last.Jnterval 

- (Contribution[VC] I Decay_Factor) + 1 
Fair _Share +-ABR_Capacity .ln_cps f Number _Active_ VCs.Jn_Last.Jnterval 

END (* IF *) 
Contribution[VCJ +---1 

END (*IF*) 
ELSE 

IF (NOT(Seen_VC.Jn_This.Jnterval[VC])) THEN 
Seen_ VC.Jn_ This.Jnterval[VCJ t-1 

END (* IF*) 
. IF ( (Inuncdiate_Fair _sharc_Option) AND (NOT( Seen_ VC_In_La.-;t.Jnterval[VC]))) THEN 

Numbcr_Active_ VCs_In_La.-;t_Intcrval +-Number _Active_ VCs_In_La.-;Lint.erval + I 
Fair ~Share +--- ABR_Capacity Jn .. cps J Numlwr _.Act.iw_ VCs_ln_La.sLint(~rval 
S«~(~~~-VC_Iu_La.st.J ut.(~rval[VCJ t-1 

END (* IF *) 
END (* IF*) 
ABILCdLCouut +-A BILCdLCount. + 
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IF (Per_ VC_CCR_Option) THEN 
Number _()f_Cells[VC] ~Number _()LCP!ls[VC] + 1 

END (* IF *) 

Averaging interval timer expires: 

IF (NOT(Averaging_VCs_Option)) THEN 
Number_Active_VCs__In_Last_Intcrval +-Max (L: Scen_VC__In_This_lntcrval, 1) 
Number _Active_ VCs__In_This__Interval ~o 
FOR ALL VCs DO 

Seen_ VC__In_Last__Interval[VC] t-Scen_ VC__ln_ This__Interval[VC] 
END(* FOR*) 

ELSE 
Number _Active_ VCs__In.LasLinterval t-Max(Number _Active_ VCs__In_This__Interval,l) 
Number _Active_ VCs__In_ This__Interval t-O 
FOR ALL VCs DO 

Contribution[VC] t-Contribution[VC] x Decay _Factor 
Number _Active_ VCs__In_ This __Interval +-Number _Active_ VCs__In_ This_lnterval + Contribution[VC] 

END(* FOR*) 
END (*IF*) 

IF (Exponential_A veraging_OLLoad.Method_2_0ption) THEN 
ABR_Capacity _In_ Cells t-Max(TargeLUtilization x Link...Bandwidth x A veraging_Interval 

- VBR..and_CBR_CelLCount, 0) 
A vg_ABR_Capacity _ln_Cells t- ( 1-o) x A vg_ABR_Capacity _In_ Cells + ax ABR_Capacity __ln_Cells 
A vg_A veraging_Interval t- ( 1-o) x A vg_A vcraging__lnterval + ax A veraging_Intcrval 
Avg_ABR_CelLCount t-(1-o)xAvg_ABR_CelLCount + oxABR_CelLCount 
ABR__I-npuLRate t-Avg_A-BR_CelLCount I A vg_A veraging_Interval 
ABR_Capacity __ln_cps t-A vg_ABR_Capacity __ln_Cells I A vg_A veraging__lnterval 

ELSE 
VBR..and_CBR_CelL..Rate t-VBR_and_CBR_CelLCount I A veraging_Interval 
ABR_Capacity _lrLcps t-

Max{TargcLUtilization x Link_Bandwidth - VBR_an<LCBR_CelLRatc, 0) 
ABR_InpuLRate t-ABR_CelLCount I A veraging_Intcrval 

END (* IF*) 

IF (Qucue_ControLOption) THEN . 
TargeLQueuc_Lcngth t-Target_ Time_ To_Empty _Queue x ABR_Capacity _hu:ps 
Queue_Control_Factor t- Fn( CurrcHLQucuc_Length) 
ABR_Capacity _ln_cps t-Qucue_ControLFactor x ABR_Capacity _hu:ps · 

END (* IF *) 

IF (ExponcntiaLAvl~raging_OLLoad_Mdhod_l_Option) THEN 
IF (Al3R_Capacity Jn_cps ~ 0) THEN 

LoacLFact.or t-IHfinity 
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ELSE 
IF (Load_Factor = Infinity) THEN 

Load_Factor +-ABR_InpuLR.ate I ABR_Capacity_ln_cps 
ELSE 

Load_Factor +--(1-o) x Load_Factor + o x ABR_InpuLRate I ABR_Capacity _ln_cps 
END (*IF*) • · 

END(* IF*) 
ELSE IF (Exponential _A veraging_OLLoad_Method_2_0ption) THEN 

IF (ABR_Capacity_ln_cps ~ 0) THEN 
Load _Factor +--Infinity 

ELSE 
Load_Factor +-ABR_InpuLR.ate I ABR_Capacity .Jn_cps 

END (*IF*) 
ELSE(* No exponential averaging*) 

IF (ABR .. CapacityJ:n_cps ~ 0) THEN 
Load _Factor +-Infinity 

ELSE 
Load _Factor t-ABR.JnpuLR.ate I ABR_Capacity _ln_cps 

END(* IF*) 
END (*IF*) 

Fair _8hare +--ABR_Capacity .Jn_cps I Number _Active_ VCs_ln..Last.Jnterval 
Max_Alloc..Previous +--Max_Alloc_Current 
Max_Alloc_Current +--Fair _8hare 
FOR ALL VCs DO 

Seen_ VC_In_ This_lnterval(VC] t-0 
Seen..BRM_CelUn_ This_lnterval[VC] +--0 

END(* FOR*) 
ABR_CelLCount +--0 
IF (Per_ VC_CCR:..Option) THEN 

FOR ALL VCs DO 
CCR[VC] +--Number _OLCells[VC]I A veraging_lnterval 
Number _OLCells[VC] t-0 

END(* FOR*) 
END (* IF*) 
VBR_and_CBR_CelLCount t-0 
Restart A veraging_lnterval Timer 

A Forward RM (FRM) cell of 'tVC" is received:. 

IF (NOT(Per_VC_CCR_Option)) THEN 
CCR[VC] +-CCRJn_FRM_Cell 

END (* IF*) 
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A Backward RM (BRM) cell of "VC" is received: 

IF (Avera~ing_ VCs_Opt.ion) THEN 

IF (Cont.rilmt.ion[VC] < 1) THEN (* VC inact.iv«! in cmT!!lll. interval *) 

N lllnlwr_Act.iw_ VCs_lu_ ThisJnt.erval ~ 

Numlwr_Act.iw_ VCs_In_ThisJnt.l!rval - Cout.rilmt.ion[VCJ + 1 

IF ( (I mmediate_Fairshare_ U pdat.e_Opt.iou) AND ( Cont.ri hut.iou[VC] < Decay _Factor)) THEN 

N umber_Ac.tive_ VCs_ln_La.st._Interval ~Number _Act.ive_ VCs_l lLLa.sLint.«!rval 

- ( Cont.rilmt.ion[VC] /Decay _Factor) + 1 
Fair _Share ~ ABR_Capa.city _hu~ps I Number _Active_ VCs_ln_La.st._Intcrval 

END (* IF (Immediate ... ) *) 
Contribution[VC] ~ 1 

END (* IF (Contribution ... ) *) 

ELSE (* NOT (Avcraging_VCs_Option) *) 

IF (NOT(Seen_VC_Iu_ThisJuterva.l[VCj)) THEN 

Seen_ VC_In_ ThisJnt.erva.l[VCJ ~ 1 

END (* IF *) 

IF ( (ImuH'diate_Fair_Share_Option) AND (NOT(St!CtLVC_hd .. asLinterva.l[VC]))) THEN 

N umlwr _Active_ VCs_l 11 J .. a.st._I nt.erval ~Number _Active_ VCs_lu_La...'iLlntcrval + 1 

Fair _Share ~ AI3R_Ca.pacit.y _hu:ps I N uutht!LAct.ive_ VCs_ln_La.sLint.erva.l 

Seen_ VC _I n_La...'iLiut.erval[VCJ ~ 1 

END (* IF ((Immediate .. )) *) 

END(* IF-THEN-ELSE (Averagiu~_VCs_Opt.iou) *) 

IF (Seeu_BRM_CelUn_ThisJnt.erval[VC]) THEN 

ER._Calculat.ed ~ Last._Allocat.t!d_ER[VC] 

ELSE 

vc_Shan·[VC] ~ccR [VC] I Lo;uLFa.dor 

(* Max-Mi11 Fainwss Algorit.lnu *) 

IF (Lmd_Factor > I + t)) THEN 

ER_Cakulatl·d ~Max ( Fair_Shan·. VC_Sitan•) 

ELSE 

EH _Caknlat.t>d ~ r-.tax ( Fair_Shan•. VC_Sitaw. Max _A llocJ~rcvious) 
END (* IF *) 

Max_A llot' _Cmrt!lll. +--Max ( Max_Alloc_Cmn·nt. EH _Cakulal.t!d) 

( * A void U IIIH'<'J!Ssary Trallsit•nt. Ov .. rloads *) 

IF ((CCH[VCJ < Fair_Shan·) AND (EILCakulat.t•d? Fair_Sitan·)) THEN 

ER_Caknlat.cd +-- Fair_Sitan· 

(* Opt.ioually Disahl<· F<•t•dltark To Tltis \'C For Au i\vf•raJ,!;ill).!; lut.<'rv;d "') 

END (t IF •J 
!·:H _CalntLtl.f•d ~~ i'd iu( EH _Cakulal<•tl. A BB. ( :apacit .v _ltu:ps) 
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(* En~un· (hll' ~~~l'dhal'k P1•r Swit.dt Av1·ragin).!; lnt1·n·al ") 

LasCAih ti:at t>d _ER[VC] +- EILCakulatP~ I 

SeNLI3Rl\I_Ct>IUn_ThisJntPrvai[VC] +-I 

END·(* IF*) 

(* Give H•Pdback In 13RM Cdl *) 

EILinJ3RivLCI'II +-Min (EILinJ3RM_Cdl. EILCakulat.Pd) 

At each cell slot time (two-class scheduling): 

IF (VI3ILCn•dit. 2: ABR_Creclit.) THEN 

IF (VBR Queue is Non-Pmpt.y) THEN 

Schedule VBR. Cell 

IF (AI3R Qtwtw is Non-Pmpt.y) THEN 

VBR_Credit. +-VBR_Crcdit. - 1 

END (* IF *) 

VI3R_Credit +- VBR._Credit. + VI3R_Fra<:t.ion 

ABILCredit. +-ABR_Crcdit. + AI3R_Fract.ion 

ELSE IF (ABR Queue is Non-empty) THEN 

Sc:hedule ABR Cell 

END (* IF-THEN-ELSE (VI3R Queue is Non-empty) *) 

ELSE(* NOT (VI3R._Credit. :2: ABILCn~dit.) *) 

IF (AI3R Qtu~tw is Non-empty) THEN 

Sdwclult· ABR Cell 

IF (VI3R Qtu~u<' is Non-t>lilpt.y) THEN 

AI3R_Credit. +-AUR._Cn~dit. - 1 

END(* IF*) 

AI3R_Crl'dit. +-AI3R._Cn·dit. + AI3ILFract.ion 

VI3R _Cn·dit. +- VI3fLCredit. + VI3R_Fract.ion 

ELSE IF (VI3R Qtwtw is Non-empty} THEN 

Sclwdult· VI3R Cdl 

END (* IF-THEN-ELSE (ABH Qw~tw is Nou-l'lltpt~·) *) 

END(* IF-THEN-ELSE (V131LCn~dit 2: ABILCrl'dit.) *) 
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.------------4----~.._ _____ At the end of ave~~ in~ interv~-----=> 
.... .... ----

~--------~~-----

~-------C_a __ k_u_l_a_~_r_~_u_tt_l_b_er_o __ f_A_~_~_i'_~_-_s_o_u,~_c_e_~_il_l_th_e_._~_s_t_i_n_te_.rv __ a_l_; ______ ~~ 
AB R Capa;::i ty := Ta~s,et Utili zati 011 >< U 11 k: Ba lld\to'id th. J-~ 

ABR Input Rate :=Numbe~of l~B Rcell~ input' Averaging Interval 
._____;__..:....__~---=-----=------' 

r-----::----'----'-----:--L--------.--L 
Load f.oc~ z := ABR Input Rate lAB R Capacity J 

~-------~-~------~-

E' air Share :~ AB R Capacity I Number of Active Sour<e' L" the Ia" L """~a L ~ C Step~_) 
Re~et count~ of number of ABR c:ell~ input and VC activity -L 

~~~~~==~===---~j 
....--~'""-~ . On ~ec:eivi ns. a cell :._-::) ------ ---------

l\·ta~k: VC a~ .octive 

Count Number of cell~ ii1put 

011 rec:eivi ns a Back:wa~d R M c:e ll ~ 

This VC' s Share:= VC's CCR I Load fact~ z 

E R C a leu lated : = l\·tax( F'ai~ Share, Th1 s V C' s S h~e) 

ER Calculated :=Mi n(ER Calculated., ABR Capacity) 

ERin RM Cell:= Mi n(ER in RM Cell, ER Calculated.) 

Insert E R i n the b.oc k:w~d RM Cell 

Figun' .:2 Flm" Chart of tlw Ba~i(' EinC\ .-\lgoritl11n 
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} 
} 

} 
} 
} 

} 

~ ( Step6 j ----------

csteP8J -----------

-----o-·· ( Step. ) 
---------

..----~--.... 
{ __ Step lO _) 
---~-



MaxAllocPte\r1ous- :=0 
MaxAllocCurrent =FaitShare 

At the end of a\"etas,i 11S lntmr al ~---.....) ----------·-~-.----~ 

MaxAllocE:lre\r1ous := MaxAllocCUrrent 
MaxAllocCUrrent :=Fait Share 

ER Calculated:= 
Max( Fait Share, This VC's Shate, 

Max A llocE:lreviou s) 

l\·taxAllocCUtrent := 
Max(MaxA lice CUtrent, E R Calculate:i) 

Go to .Step 10 

ER Calculated:= 
Max( Fait Share, This VC's Share) 

· .. _. 

Figun~ 3 flmY Chart. for Achit'Ying .\Iax-:'din Fainlt'~:-i 
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Reverse Direction Feedback 

Figure 4: Heverse Direction Feedback 
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On re.::ei vi n g a bacl.:ward RM ~II 

Mark: V C as active 
i n the forward di re.::tio n 
in this averaging interval 

.,. ...... 
/ ' ,., ...... 

Yes 

,- Was this V C ' ....., 
,.,. "' mark:ed octive i n the ' Yes 

' , forward direction in the last ,;, '>- - - - - -

' , a'reras,i ng i nterval? .,. " 
..... / 

...... ,. 

------------~~------------r . Number of Active Sour~s in the last interval 1 
I . := Number of active sources i n the Last i nterva l + 1 1 
: Fair Share:= ABR Ca~ity/Number of a:tive mur~s in the last interval 1 

l 
Mark: VC as active in the last interval 1 

------------- -------------

Perform 
Steps 8, 9, 10,11 

Figure 6 Flo\\' Chmt of Bi-Dir<'ctioual Couutill).!; 
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Fairshare 
Up:iate 
Option 



... ... 

for all VCs set 
Contribution[VC] := 0; 

At the end of averagi ns i nterv;[-:> 
~--~---r--~~----

Numl.'erofActiveSouf\.-:esinthe lastinterval := 
Nu mter of Active Sources in the current interval; 
Nu mter of Active Sources in the current interval = 0; 
Repeat the fo llowi ns, for all V Cs: 
Cbntribution[VC] =Contribution[VC] x Decay_racta; 
NumterofActiveSourcesin the current interval N := 
Numterof Active Sources in the current interval N + Contribution[VC]; -

• 

Figure '7 Flow Chart of ii\·c•raging m1mber of active sourcPs (part 1 of 2) 
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----- ~ ~n receivi ns. a cell in the forward direction --) 

Ye~ 

Number of Active Source~ i 11 the current interval 
:=Number of Active Source sin the current interval - Contribution [VC] + 1 

..... ,...... ..... 
~ ..... 

..; ' ~ ..... 
"" Was thi s V C mar Ired active ' , 

.,. "" "" in the forward direction in the last ' ....... Ye~ 
' ...._ averag,inS, interval? ,; '>- - - - - - - I 

'*'ontribution[VC]>=De:ay_fac~""""' I 
' . "" I 

' "" I ..... "" ..... / 

---------~}~_:: ___________ _ 
r Number of Acti\re Sources in the la~t interval I 
I :=Number of active sources in the last interval- 1 
1 (Contri bution[VC] I Oecay_factor) + 1 1 

~ ~i:._S~~:=~B~ ~~~yiN~~~~~ ~u~~i~t~e ~~~~~~a:_1 
_______________ _j 

Perform step 7 

/ 

1mn1ediate 
f<rirshare 
Up:iate 
Option 

FigurP a Flow Chan of i\V!'raging lllllldH'r of <l<"li\·(· SOliJT('S (p;llt 2 of 2) 
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Yes 

Loa:! factor z :=Inti nity 

Loa:! ~ac.tor z := 
AB R Input Rate/ A B R Capac.ity 

Loa:! factor z := ( 1-ocJ x z + 
ct x (A B R Input RateJ AE R Capac.ity l 

Figure 9: Flow chart of averaging of load factor (method 1) 
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AB R Capocity in cells := 
Max[ Tars,et Utilization >< Link: Bandwidth ><This lnterval Le1i~th 
- VB R and CB R ~ ll count , 0] 

Averas,e AB R Capocityi n cells:= 
( 1-oc) >< Averag,e ABR Capacity in ~ll s -roc)( ABR Capa.'ity in cells 
Averag,e lnterval Leng,th := 

( 1-oc) >< Averas,e lllterval Leng,th + oc )(This lnterval Length 
Averag,e ABR lnput cell count := (1- o:J )( Averas,e ABR lnput cell count+ . 

oc)( ABR lnput~llcount forthisintervcil 
Average ABRCapadty in cells/sec := 

A veras,e A B R Capad ty i 11 cells/ A vera~e lnterv al Leng,t h 
Average AB R lnputrate :=Average ABR lnput ~ll roullt/Averas,e lnterval Length 

Load Factorz := Averas,e AB R lnput Ratel 
Averas,e ABR Capa;:~t)' in cells/sec 

Perform Steps 4-5 

·-
Yes 

/ 
....... 

----... 
> ~\'SteplJ . , __ ...... 

Figun• 10 Flo\\" chart of avc~ragiug of load factor (method 2) 



.. ---------r--------------------..,. At Every Cell Slot Titre 

Schl'dule ABR 
Cell 

No 

Sc hl'du le VB R 
Cell 

No 

Sch l'du le VB R 
Cell 

e:x::rl'di t : = e:tcredit -t- e:tfre:tc 
vcredit .: = vcredi t -t- vfre:x:: 

Figmr II Flm\· dlal't of :2-('b\ss sdl<'duli11g 
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