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Abstract

Databases are rich with hidden information that can be used for making intelligent
decision. Classification has always been the form of data analysis that can be used to
extract models describing important data classes. Such analysis can help provide us the
better understanding of the data at large. Many classification and prediction methods
have been proposed by the researches in machine leering, pattern classification and
statistics. Most algorithms are memory resident, typically assuming a small data size.
Recent data mining research has build on such work, developing scalable classification

and prediction techniques capable of handling large disk resident data.

In order to tackle such basis problem embedded in most of the data mining
technique, the granular computing evolved. Although the term granular computing is
recent but we have been studying the notions of granular computing in other forms like

divide and conquer algorithms, structured programming etc.

The granular computing for classification have been explore here. The data input
instead of directly feeding to the classifier to train the classifier, it is first granulated.
Granules are formed using various granulation models. Granulation tree is one such
popular model for constructing granules. The data tuples are then selected from these
granules. The data can be randomly selected or some heuristic can be applied for the data

selection.

The granule data is then applied on the classification algorithms to train the

classifiers and the results of the experiments have been observed.
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CHAPTER 1

INTRODUTION



1.1 Classification

In real life we have to take certain decision that are based on the previous
decisions. We keep the record of these decisions for the future reference so that we can
make the better decisions about the categories of various real world entities. This
phenomenon of the labeling the entities on the basis of prior decision is known as

classification.

Databases conltain information which can be used for making intelligent
decisions. Classification and prediction are two most used forms of data analysis that can
be used to make the important decision ‘about the data and for prediction of data. The
classification predict the possible class in which the given data may lie in. classification
by decision tree induction and Bayesian classifiers are used in this dissertation for the
classification purpose. Other classification algorithms like rule based classifiers,
classification by artificial neural networks, support vector machine; k-nearest neighbor

classifiers are also explained with appropriate details [1, 2].
1.2 Granular Computing

Granular computing is an approach of representing and processing basic chunks
of information — information granules. Information granules, are collections of entities,
usually originating at the numeric level, that are put together due to their functional

adjacency, similar and indistinguishable characteristics [1, 3].

_ The essential factors that drive all pursuits of information granulation include a
need to split the problem into a sequence of more manégeable and smaller sub tasks. Here
granulation serves as an efficient tool to granulize the problem. The primary intent is to
reduce an overall computing effort and provide with a better insight into the problem
rather than get buried in all unnecessary details about the problem. Here, granulation
serves as a mechanism that reduces an entire burden of getting rid of unnecessary

information into the dataset and helps in better understanding the problem. By changing



the “size” of the information granules we can hide or reveal a certain amount of details

during a certain design phase.
1.3 Problem Description

The main concern of this dissertation is to design a model of classification
using granulation approach. At present time there are many popular classification
algorithm s which are used in data mining. Most of these algorithms have the issue of
scalability that is problem in handling large amount of data. Here comes the granular
computing for the classification. The original dataset is first decomposed in to a set of
clumps known as granules. These granules are then subjected to various data selection
criteria. In experiment part of this dissertation random sampling from the granules is
done. Then this granulated data is applied on various classification algorithms. The
results are then analyzed against the ordinary classifiers. It has been noted that the
granular computing reduced the data set and hence the computation time up to and

considerable amount.
1.4 Dissertation organization

The dissertation is divided into five chapters. The chapterl introduced the
dissertation, granular computing and a detailed description of classification and various

models and algorithms of classification.

Chapter2 gives a detailed description about the granular computing, why the
granular computing should be approached, various models of granulation, how the

different granules interact with each other (relationship between granules).

Chapter3 provides the details about the various algorithms that are used
throughout this dissertation. The algorithm includes, algorithm to granularize the
database, algorithm for construction of granulation tree, algorithm for selection of data

tuples from various granules, algorithm to construct decision tree, algorithm to calculate



the significance of the attributes so that these can be applied for construction of optimum

decision tree.

Chapter4 provides the details of result of experiment. The experiment is
performed with selecting one, two and three tuples per granule. The granulated data is
then applied on the classification algorithms. The various classification algorithms
chosen are: Classification by decision tree indugtion, Bayesian classifiers, Classification
by Backpropagation (by neural networks). The results of the experiments are shown is

different tables.

Chapter 5 is about the conclusion and the scope of granular computing in other

soft computing techniques.



CHAPTER?.

- CLASSIFICATION



The task of classification involves assignment of decision values to the data
objects based on the classifier learnt from the labeled training data objects using a

suitable learning technique.

2.1 Issues Regarding Classification

a. Data Cleaning

Data cleaning is a process of removing the noise and outliers from the data based
used for the classification. It includes treatment of missing values, reducing the noise and
removing the outliers. Although most of the known classification algorithms have some
mechanism to deal with all the above said problems, the data cleaning techniques may be

applied on the data base [1, 2].
b. Relevance Analysis

All the information given in the database may not be relevant for the process of
classification. Many of the aitributes in the database may not help in the process of
training a classifier. Correlation analysis can be used to identify weather two given
attributes are statically related. A database may contain irrelevant attributes. For example
‘employee_id can not help in the classification process in any way. Attribute subset

selection can be used to find reduced set of attributes.
¢. Data transformation and reduction

There are various data transformation techniques like normalization.
Normalization involves scaling all values for a given attribute so that they fall within a
small specified range such as 0.0 to 1.0. Data can be transformed by generalizing it to
higher level concept. This is useful for continuous valued attributes. Discretization is also
a form for data transformation. This is also useful in case of continuous valued attributes.

For example the income attribute may be disceretized to low, medium and high values.



2.1.1 Various Classification Algorithms

A. Classification by Decision Tree Induction

It is learning of decision tree from the class labeled training tuples. A decision
tree is a flow chart like tree structure where search internal node (non leaf node) denoted
a test on an attribute, each branch represents an outcome of the test and each leaf node (or
terminal Node) holds class label. The topmost node in the tree knows as root of the tree.

A typical decision tree is shown below:

youth i
Mid_age
& (e
N

\ ) N

\Jes fa \
SHRC S

Figure 1.1 Decision Tree

Decision tree Induction

The various decision tree algorithms used for the classification purpose are: ID3,
C4.5 and CART (classification and regression tree). The algorithm for decision tree
induction is given in the algorithms section. Here is the detailed description of the

algorithm.

The input to the algorithms is, Dataset, D, attribute list and the attribute selection

methods. D is set of tuples each with a class label. Attribute list is the list of attributes
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describing the set of attributes constituting the tuples of the dataset. Attribute selection
measures the criteria on the basis of which the best attribute for decompositioh of the data

set is selected among the set of attributes.

The tree node starts with a single node, N, representing the training tuples in the
data set D. If tuples in the D are of same class, then node N becomes a leaf node and class
name is assigned as its label. Otherwise, the algorithm calls Attribute Selection methods
to determine the best attribute for splitting the D. The splitting criteria tell which
branches to grow from node N with respect to the outcome of the chosen test. The node N
is labeled with the splitting criterion, which is a test at the node. The tuples in D are

partitioned accordingly.

For an attribute A being a splitting attribute, there can be three possible scenarios

based on the type of values the attribute A has:

o A is discrete: Values attribute: the outcome of the test at node N correspond.
directly to the known values of A. A branch is created corresponding to each
value of the attribute. The‘partition D;j of D is the subset of class labeled tuples in
D having value aj of A.

o A is continuous valued attribute: A split point is created based on the
continuous value of the attributes. This split point may be the mean or median of
all the values of the attributes. The splitting node has two outcome at this point,
one corresponding to A < split_point and one A > split_point.

o A s discrete valued attribute and a binary tree must be produced

Following are the stopping criteria of the algorithm

o All the tuples in the partitibn D belong to the same class.

o There is no remaining attribute on which the tuples may be further partitioned. In
this the majorify voting is employed. It implies converting node N into a leaf and
labeling it with the most common class D.

o Three is no tuples in a partition. In this case a leaf is created with the majority

class in D,



. The complexity of the decision tree algorithms is O (n x ] D | x log ( I D | ).Here

n, number of attributes in the tuples, I D | is the no. of tuples in the training database.

The various Attributle Selection Measures Are
i. Information Gain

The attribute with highest information gain minimizes the information needed to
classify the tuples in the resulting partition and reflects the least randomness or”’impurity”

in these partitions. The expected information needed to classify a tuple in D is given by

Info (D) = — X1, pilog; (p;)

Here p; is the probability that an arbitrary tuple in D belongs to class C; and is

estimated by: |C,-,D| / |D|. The info(D) is also known as entropy or randomness of D.

Now suppose we have to partition the tuples in D on some attribute A having V
discrete values, {a;, a,,....,a,}. This attribute is used to partition the D into v subsets or

partitions, {Dy,D»,....,Dp}, where Dj contains those tuples in D that have outcome a;of A.

The information of attribute, A on the partition D is given as:

Infoa(D) = 27, 'l%fl-' x Info(D))
Gain of the attribute A is given as:
Gain(A) = Info(D) - InfoA(D).

il. Gain Ratio

There are the situations when an attribute has large number of values. For
example the attribute product_id. If this attribute is subjected to the information gain
criteria, then this will have highest information gain. When this attribute is used for

splitting then there will be large no. of partition each having one tuple (being product id



as the primary key of this database). But such kind of partition is never useful. In order to

ovoid such condition, the Gain ratio [2] as attribute selection measure is used.

SplitInfo represents the potential information generated by splitting the
training data set, D, into v partitions, corresponding to the v outcomes of attest on

attribute A.

Splitinfo of the attribute is calculated as:

: D] D/l
Splitinfoa(D) = X.7=4 —lj X log, (ﬁ)
The gain ratio is given as:
GainRatio(A) = Gain(A)
ainRatio(A) Splitinfo(A)

The attribute with the maximum SplitInfo is selected as the attribute to split the

data tuples in the corresponding partition.
iii. Gini Index

The ginilndex is used in CART [2] decision tree. The giniindex measures the

impurity of a data partition. The gini index of a partition is given as:

gini(D) =1- Y, p?,

Where p; is the probability that a tuple in D belongs to class Ci and is estimated
by, |Cip| / IDI.

The main feature of gini index is that it considers a binary split for each attribute.
When considering a binary split we compute the weighed sum of the impurity of each
resulting partition. For example, if a binary split on A partition D into D1 and D2, the
gini index of D given that partitioning is

10



- Dl L. Dyl . .
gini (D) = ’|TI|I gini(D,) + % gini(D,).

The reduction in impurity that would be incurred by a bi_nary split on a discrete or

continuous values attribute A is:

Agini(A) = gini(D) - gini (D)

B. Bayesian Classification

Bayesian classifiers are statistical classifiers which can predict class
membership probabilities, such as probability that a give4n tuple belongs to a particular
class. Bayesian classifiers are based on the Bayes’ theorem. The Bayes’ theorem is

described below:
Bayes’ Theorem

Let X be data tuple. In the Bayesian terms, X is considered “evidence.” X is
“described by the set of n attributes. Let H be some hypothesis, such that the data tuple X
belongs to a specified class C. For classification problem we want to determined P(HX),
the probability that the hypothesis H holds the “evidence”, data tuple X. In the other
word, we are looking for the probability that tuple X belong to the class C, given the

description of the tuple in the form of attribute vector.

P(H | X) is the posterior probability of H conditioned on X. P(#)is the prior
probability of H. The posterior probabili.ty, P(H | X) is based on more information than
the prior probability, P(H), which is independent of X. Similarly P(X | H) is the posterior
probability of X conditioned on H. P(X) is the probability of X. According to Bayes’
theorem,

P(X|H)P(H)

P(X|H) = PX)

This theorem is used in Naive Bayesian Classification as:

11



Naive Bayesian Classification

Let D be a training set of tuples and their associated class label. Each tuple is an

n-dimensional attribute vector, X=(x, x2, ... ... X

Suppose that there are m classed C;, C,,.....,C,n. Given a tuple, X, the classifier
will predict that X belong to the class having the highest posterior probability,

conditioned on X. That is, the naive Bayesian classifier predicts that tuple X belong to the

class C, if and only if
PIC|X)>P([C|X) fori<j<m , j#m

Thus we maximize P(C|X). The class C,for which P(C|X) is maximized is

called the maximum posterior hypothesis.. By Bayes’ theorem,

PXICP(C)

P(CilX)= )

Here P(Ci|X)=| C;p| /D]

Given set with many attributes, it would be extremely computationally expensive

to compute P(X | C,). In order to reduce the computation the naive assumption of class

conditional independence is made. It presumes that the values of the attributes are

conditionally independent of one another. Thus,

PEGIX) = Moy Pl €

= P(x1}C) X P(x21C) X wvv vt X P(25 | €)

Here x;, refers to the value of attribute Ay for tuple X.

12



a. If A, is categorical, then P(xkl C;) is the number of tuples of class Ci in D
having the value x, .
b. If A, is continuous valued attribute then we need to have a Gaussian distribution

with mean y and standard deviation o defined by:

~(x-p)!
e 20

1
X, 4,0)=
g(x, u,o) oy
So that P(xk|Cl-) = 8(Xks K, 50, )

C. Rule Based Classification

Rule based classification is a ruled based model represented as a set of IF-THEN
rules. Rules are good way representing information or bits of knowledge. An IF-THEN

rule as an expression of the form:
.IF condition THEN conclusion.
For example a rule R,
R: IF age=youth AND student=yes THEN buy_computer = yes.

The TF part of rule is known as rule antecedent are precondition. The THEN part
is the rule consequent. In the rule antecedent the condition on one or more attribute is
defined. If the condition in a rule antecedent holds true for a given tuple, we say that the

rule antecedent is satisfied and the rule covers the tuple.

A rule can be accessed by the two terms: coverage and accuracy. Let nopers
be the number of tuples covered by R; n orrece be the number of tuples correctly
classified by R; and |D|be the number of tuples in D. We can define the coverage and

accuracy of R as:

Coverage(R) = E-C-%fﬁ

13



n
Accuracy (R) = —22rrect
Ncovers
That is the rule coverage is the percentage of tuples that are covered by the rule.
For rule accuracy, we look at the tuples that it covers and see what percentage of then the

rule can correctly classify.
Rule Quélity Measures

The obvious chose for the rule quality measure is accuracy. Sometime the
accuracy measure is not sufficient. There are other rule quality measures like FOIL_gain

and Likelihood Ratio. The details are not given here.

D. Classification By Artificial Neural Networks

A multilayer feed forward network iteratively learns a set of weights of prediction
of the class labels of the tuples. It contains one input layer, one or more hidden layer and

one output layer.

The input to the nétwork corresponds to the attributes measured for each training
tuple. The inputs are fed simultaneously to the input layer. These inputs are passed
through the input layer and then weighed and fed simultaneously to the units of second
layer that is to the first hidden layer. And the output of the first hidden layér is again
assigned thevweights and this is passed aé an input to the second hidden layer of to the

output layer in case there is only one hidden layer [2].

14



Output layer

Hidden layer

input fayer

Figure2.2 Artificial Neural Networks

Network Topology

The neural network can be used for both classification and prediction. There is
need to specify the number of fiodes in the input layer, number of hidden layer and the .
number of units in each hidden layer and the number of units in the output layer before
training the network. The input value may be normalized so as to fall between 0.0 and
1.0. The discrete values may be encoded so that each input unit per domain value. The

continuous value may be discretized.

The best number of hidden layer is not restricted to any clear rule. The initial
value of weights may affect the resulting accuracy of the network. Once a network is
trained and it does not provide the expected accuracy the network is trained again with

the different network topology and with the different set of weights.
Backpropagation

Backpropagation learns by iteratively processing of data set of training tuples,
comparing the network’s prediction for each tuple with the known target value. The

target value here may the class label or a continuous value in case of prediction [1].

15



E. Support Vector Machine

Support Vector Machin'e is a method of classification for both linear and non
linear data. The working princible of Support Vector Machine (SVM) is like; it uses a
nonlinear mapping to transform the original data into higher dimensions. With this
approach of transformation two classes can also be separated with the help of a hyper
plane. Here the support vectors are the essential training tuples and the margins (defined

by the margins).

The main feature of SVM is to find the hyper plane using these support vectors.
The essential features of SVM are:

1. The iraining time of SVM is extremely slow,

2. are highly accurate for classification

3. Capable to model complex nonlinear decision boundaries.

4

. Are much less prone to over fitting than other methods of classification.

The Support Vector Machines are designed to handle for linearly separable and

nonlinearly separable data. The both cases are considered here:
F. K-Nearest —Neighbor Classifier

Nearest neighbor classifiers are based on learning by analogy, that is, by
comparing a given test tuple with training tuples that are similar to it. The training tuples
are described by n attributes. Each tuple represents a point in an n-dimensional space. In
this way all of the training tuples are stored in an.n-dimensional pattern space. When
given an unknown tuple, a k; nearest —neighbor classifier searched the pattern space for

the k training tuples that are closet to the unknown tuple.

The closeness is defined in terms is a distance metric, such as Euclidean distance.

The Euclidean distance between two points or tuples, say,
Xy = (X Xigaeeeenens )
And
16



Xy = (X Xgyseerennnr X,)

is given as:

diSt(Xl’ Xz) = ‘}Z(xli—xZi)z
i=l

2.1.2 Evaluating the Accuracy of Classifier

Holdout, cross-validation and bootstrap are common techniques for assessing the
accuracy based on randomly sampled partition of the given data. Use of such techniques

to estimate accuracy increase the overall computation time. ]

Cross-Validation:

In k-fold cross-validation, the initial data are randomly partitioned into k
mutually exclusive subset Dy, Dy, . . . . . , Dk, each of approximately equal size. The
training and testing is performed k times. In iteration i, partition D; is reserved as the test
set and the remaining partitions are collectively used to train the model; in second

iteration.

Leave-one-out is a special case of k-fold cross-validation where k is set to the
number of initial tuples. That is only one sample is left out at a time for the rest set. In
Stratiﬁed cross validation, the folds are stratified so that the class distribution of the
tuples in each fold is approximately the same as that in initial data. 10 fold Cross-
validation is recommended for estimating accuracy due to its relatively low bias and

variance[1].
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CHAPTER 3

GRANULAR COMPUTING



Granular computing is an approach of representing and processing basic chunks
of information — information granules. Information granules are collections of entities,
usually originating at the numeric levels that are put together due to their functional

adjacency, similar and indistinguishable characteristics [4, 5].

The éssential factors that drive all pursuits of information granulation include a
need to split the problem into a sequence of more manageable and smaller sub tasks [3].
Here granulation serves as an efficient tool to granulize the problem. The primary intent
is to reduce an overall computing effort and provide with a better insight into the problem
rather than get buried in all unnecessary details about the problem. Here, granulation
serves as a mechanism that reduces an entire burden of getting rid of unnecessary
information into the dataset and helps in better understanding the problem. By changing
the “size” of the information grvanules we can hide or reveal a certain amount of details

during a certain design phase.

Although the granular computing has emerged recently, we have been sfudying
the basic notion of granular computing in the name of divide and conquer, interval
computing, quantization, artificial intelligence, structured programming, data
compression, chunking, fuzzy and rough set theories, cluster computing, quotient space

theory, belief functions, machine learning etc.

3.1 Basic Components of Granular Computing (GrC)
3.1.1 Granules '

The granules are basically the modules of the problem in which the problem is
divided. The consideration of granularity is motivated by the practical need for
simplification, clarity, cost and tolerance of uncertainty. The computational complexity
of problem solved with granulation is much less than the problem solved without

granulation [5, 16, 7].
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3.1.2 Granulated view and levels

A problem that is granulated can be further granular up to some higher level of
granularity depending upon the size and time of computation. The multiple level of
granulation covers the abstraction in terms of concreteness and amount of detail.
Granules are formed \Ivith respect to a particular degree of granularity or detail. Granules
in a level are defined and formed within a particular context and are related to granules in

other levels [8].
3.1.3 Hierarchies

Granules in different levels are linked by the order relations and operations on
granules. A granule in higher level can be decomposed into many granules in a lower
level, and conversely many granules in a lower level can be combined into one granule in

a higher level [9, 5].
3.1.4 Models of gfanulation

A problem can be divided into the granules with the help of various models of
gfanulation. Some of models of granulation are relation based model, neighborhood

system, covering based model etc [2, 8].
3.2 Information Processing Pyramid

In granular computing we operate on information granules. Information
granules exhibit different levels of granularity. Depending upon the problem at hand, we
usually group granules of similar “size” (that is granularity) together in a single layer. If
more detailed (and computationally intensive) processing is required, smaller information
granules are sought. Then these granules are arranged in another layer. In total, the

arrangement of this nature gives rise to the information pyramid [5].
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high

granulation

" low

Figure3.1 Information processing pyramid

o At the lowest level we are concerned with numeric processing. This is a domain
completely overwhelmed by numeric models such as differential equations,

regression models, neural networks, etc.

e At the intermediate level we encounter larger information granules (viz. those

embracing more individual elements).

¢ The highest level can be solely devoted to symbol based processing and as such

“invokes well-known cohcepts of finite state machines, bond graphs etc.

3.3 Encoding Decoding Mechanism

When éproblem is granulated in the various levels of hierarchy, the layers
need to communicate with each other. They receives data from one layer as input,
performs ”the computing on that data and returns that data to some other layer. This
process of communication is called as encoding/decoding mechanism. Encoder

transforms the input into the form that is acceptable by the layer. The decoder converts
06y 65 21
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the information granule produced by given layer into the form that is acceptable by the

destination layer [5].

The general formulations of the encoding — decoding problem can be thought as

Dec (Enc (X)) =X

3.4 Relationship Among Granules

3.4.1 Refinement and Coarsening

Granular computing involves structured human thinking. A high level
granule represents a more abstract concept and a low level a more specific concept. The
level of abstraction may be represented in terms of coarse and fine granules. A granule O,
is a refinement of another granule O,, or equivalently O, is a coarsenihg of O, denoted
by O; <Oy, or Oy > O if every sub-granule or object of O; is contained in some sub-
granules of O, We call ‘<’ a fine relationship, and ‘>’ a coarse relationship. These

relationships are also known as form and enclosure, i.e. O; forms O, and O; encloses O;.
3.4.2 Granulations as Partitions and Coverings'

Partitions and coverings are two simple and commonly used granulations
of a universe. They can be defined in the following way if a set-theoretical approach is
Adopted [10]. A 'parti_tion of a finite universe U is a collection of non-empty and pair
wise disjoint subsets of U who;e union is U. Each subset in a partition is also called a

block or an equivalence class.
3.4.3 Partition For the partition,

r={X|l<i<m}
The conditions of partition are:

() X, #¢
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(ii) X,NX,=¢ Vizj

(iii) vi  Uf{XI<si<m}

3.4.4 Covering

For the covering,
r:{X,.|1SiSm}

The conditions of covering are:
H X =
(ii) Vi U{Xl<ism}

3.4.5 Partial Ordering

When comparing granules with fine or coarse relationships, every sub-
granule within a fmér granule is contained in the coarse granule. However, it may not be
the case for all granules. In some cases, only some sub-granules of a fine granule are
contained in the coarse granule. Therefore the fine and coarse relationship are not fully
true but partially true. We call these relationships partial fine (p-fine) and partial coarse

(p-coarse) relationships.
3.4.6 Similarity Relationship

Similarity is a key to forming an intra-relationship of a granule. It can
alsd be used to measure closeness amongst granules. Various distance measures can be
used to calculate hov;' similar two granules are. Like in cluster analysis, similarity
between two granules can be defined as an average distance between sub-granules.
Similarities are usually normalized between 0 and 1. A similarity with a value 0 means

that two granules are totally different with no overlap sub-granules. A similarity with
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value 1 means they are the same granules with identical sub granules and structure. The
similarity relationship is given as:

Sim(0,,0,) =—— 3" 8im(0,,0;)
m

7 =1 g=1

3.5 Models of Granulation

How the granulation is acquired from a given dataset? The answer of this
question is various models of granulation. Each granulation model is explained in detail

as given here:
3.5.1 Partition Model

This model is based on the definition of equivalence relations. Let U

‘denote a finite and non-empty set called the universe. Suppose EcUxU genote an
equivalence relation on U, where X denotes the Cartesian product of sets. The essential

properties of an equivalence relation are: reflexive, symmetric and transitive. The

equivalence relation E partitions the U in various subsets of U denoted by "z = U/E

xE yox

.The relation and ¥ are in the same block of the partition, 7 [8, 11, 6].

One can define an order relation on the set of all partitions of U, or

equivalently the set of all equivalence relations on U. A partition 7, is a refinement of

another partition, 7z, , or equivalently, =, is a coarsening of 7,, denoted by 7z, <7,.

For the purpose of demonstration, an information table is a quadruple:
S= (U,A,,{Va| ac A} {1, ac4})
U is a finite nonempty set of objects,

A, is afinite nonempty set of attributes,

V, is anonempty set of values for a € A,
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I,:U —V, is an information function.

Foravalue veV,, one obtains a granule with respect to an atomic formula:

m(a,v) ={x| I,(x)="v}

It consists of all objects whose value on attribute a equals to v, and may
be interpreted as a granule. Here all the partition of Universe are the equivalence classes
of the relation “EQUAL TO”(the value of attribute). If the attribute A = {Hair} is

chosen, we can partition the universe into equivalence classes:

{01,0,,04,04},10;},{0,, 05, 0;}
Finer Granules can be obtained by considering more than one

attribute at time. e.g Height and Hair color gives

{01,0,0:}4,{0,},{0,, 05,0, },{0¢} -

3.5.2 Zadeh formulation Framework

Zadeh’s formulation about the granular computing is based on fuzzy set
theory. Fuzzy graphs and fuzzy if-else rules are used to represent the relationship

between granules [12, 13].

Let X be a variable in the universe of values. X7 R represents a
generalized constraint on the value of X, here R is constraining relationship, 7 is a
variable copula and 7 is a discrete variable whose value defines the way in which R
constraips X. With these generalized constraints, a’igranule is defined by a set (fuzzy set)

as:
G ={X| XisrR}

The granule here may be labeled with the natural language words. The

core concept of fuzzy logic is 0#€ —10 —one correspondence between the granules and its
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name is natural language. This is the essence of getting the granulation criteria from the

natural concept.
Computation with words deals with fuzzy if-then else rules of the form
if X isr; A then Yisr, B

Here r1 and r2 are different constraints. In general, the similar constraints
are preferred. The fuzzy if-then else rules or fuzzy graphs are used to carry out the

inference.
3.5.3 Pawlak’s Rough Sets

In the terms of granular computing, a granule is considered as complete set of
information rather than and individual entity of dataset defined arbitrarily. If some subset
of information is described approximately then there is some loss in the process of

granulation [5, 14].

Let £<UxU denotes and equivalence relation on universe U. The pair

apr(U,E) s called as approximation space. E partitions U into disjoint equivalence
classes. These classes may be considered as each individual granule of indistinguishable
elements or objects. Two objects are indistinguishable if they have values with respect to

. the set of attributes.

An arbitrary set XcU may not necessarily be union of some equivalence
classes. This implies X may not be described using equivalence classes of E. in this case

X may be characterized by upper and lower approximations as:

apr(X) = U [x ]E l

[x]EEX
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apr(X) = U [X]E

x]rmX¢¢

3.5.4 Set Theoretic Models of GrC

In Set theoretic model of granular computing, each granule represents a certain
concepts such that each object of the granule represents the instance of the concept. The

various set theoretic models are [15, 16]:

1. Power Algebras
For some binary operation O,the O is defined as follows:
| XO*Yz{xéy|xeX,er}
Jorany X, Ye U.

+
In general, one may lift any operation f on elements of U to an operation f

->Umn=21).

) 2
on subsets of U, called the power operation of . Suppose fu is an

+
"=ary operation on U . The power operation I is defined as:

X0 XX, ) = {0 %X, )| X, € X, fori=0,1,....,0-1}
Forany X,,... X, cU's |

‘
The function / may impose some properties on its power function/ . For

. . 172 . . . - + .
binary operation ¥:U" =>U if /" is commutative and associative, J" is commutative

and associative. If / is YAV gperation on imvolution ie Jf(f(x))=f(x) , then s

also involution _

ii. : Interval Number Algebra

An interval number [a, a] with a < a is the set of real numbers defined by [7, 11]:
27



[a,a]={x|a<x<a}.

The arithmetic operation can be performed on the interval numbers by lifting

arithmetic operation on real numbers.

Let 4=[a,alA=[aa] and B=[bb],
Be the two interval numbers. The set theoretic operation on these numbers can be defined
as:
A+B={x+y|xe Ad,ye B}.
= [a+b,a+b].

A-B={x-y|xe A,Y € B}.

=[a-b,a-b].
A+B={x+yjxed,ye B}.

=[a al.[1/b,1/b], Oe[b b].
AB={xy|xe A,y B}

= [min(ab ab ab ab), max(ab ab ab ab)].
3.5.5 Neighborhood System

A crisp/ fuzzy neighborhood system (NS/FNS)to each object p eV (object
space), we associate an (empty, finite or infinite) family of crisp/ fuzzy [2] subsets of U
(data space), called clumps. The mathematical system defined by these families is called
crisp/fﬁzzy neighborhood system or simply neighborhood system, and these clumps
éssociated to p are called fundamental neighborhoods of p. One can regard a fundamental

neighborhood asa granule, so NS/FNS is locally a multiple level granulation [20, 21].

We will illustrate the idea by examples. Let V=i ’v9}and

COV ={d, 4, 4,4}, family of fuzzy sets of U that covers V. COV is a Juzzy

28



neighborhood system, in which each cover is a fuzzy neighborhood of any point in the

cover,

FNS(v,) = {4} FNS(,) = {4, 4}
FNS(v,) = {4, 4} FNS(;) =14}
ENS(v,)={4,,4,}, FNS(vy) ={4,, 4},
FENS(v,) = {4}, FNS(v;)={4,4,},
FNS(vg) = {43, 4,}.

The association,

p — {4} > {name(i) = name(4,) is a multiple valued representation of the universe.

3.5.6 Granulation Tree

Tree is one of the best data structure to summarize the concept of hierarchy. It has
good interpretability and well organized set of procedures for processing the data stored
inside the tree. A granulation Tree is a framework for construction of granules from a
dataset. The attributes of dataset are used to decompose the dataset. The root node is
described by the universe of dataset. The concept of finer and coarse granules can be

described with the help of granﬁlation tree [12, 19].

The finer granules are approached when we traversal form root node to the leaf
node of the tree. Every leaf node is the finest granule which can not be decomposed
further. Similarly the coarse granules can be approached by traversing the tree from leaf

node to root node. Typical granulation tree of Irish dataset is given here in Figure3.2.
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Figure3.2 Granulation Tree for iris dataset

Granulation Tree Construction

The root of granulation tree represents the universe of the data set. Set of
attributes A= {Aj, Az,........ , Ay} are used for decomposition of the data set in the root
node. Two techniqués can be employed here. First, attributes are selected at random for
decomposition with any attribute selection approach and the selected attribute is used for
the decomposition. Since no attribute selection criteria are employed here, the complexity
of granulation tree construction can be reduced significantly. Disadvantage of this

approach is there is no guarantee of getting good granules [19].

In second approach, some heuristic technique is employed for selection of
attribute to be used for granulation. Such heuristic techniques can be, entropy of attribute,
gain of attribute, gain ratio, gini index etc. Some attribute selection criteria based on
roughest theory can also be applied. The attribute selection measure adds extra
complexity on the granulation tree construction algorithm. Advantage of this apprbach is

that good quality granules can be ensured.
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3.6

3.7

Factors affecting the process of granulation |

(i) Granulation Criteria

(ii) Representation of Granules

(iii) Qualitative and quantitative characteristics of granules.

(iv)Granulation algorithms and methods

Advantage of Granular computer

1. It helps to avaid confusion in pure algorithmic data processing while taking full
advantage of the advances in algorithmic data processing.

2. It justifies the hyper computational nature of computing.

3. The size of dataset can be reduced to a great extent with the help of granulation
process.

4. The problem definition can be modified according the convenience of model of

granulation.

31



CHAPTER 4

ALGORITHMS FOR CLASSIFICATION
USING GRANULATION
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The proposed framework for Classification using Granulation consists of two
important components besides the optional components such as data preprocessing and

visualization of extracted knowledge. These components are,

1. Granulation

2. Classifier extraction

4.1.Proposed Frame Work

In this dissertation process for granulation is employed on the training dataset.
The granulation process is carried out with the help of granulation tree [18]. Since the
outcome of granulation process is input to the next major component i.e training the
classifier, -the issue of granule representation needs to be addressed. For this the input
specification of the classification algorithms need to be checked and if needed the

encoding of granules or representation of granules need to be considered.

If the set of granules are used to train the classifier using classification algorithm
then the resulting classifier would also be encoded during the granulation process. As the
granulated data has been encoded, the output of the classifier may require being decoded

in order to use the classifier for labeling the test data.

The test data may be applied to the classifier for classification and the result of the
classifier may be observed before termination. A flow diagram of the proposed

framework has been presented in Figure4.1.
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Figure4.1 Framework of Classification using Granulation

4.2. Granulation

”fhe algorithm to construct the granulation tree is applied to the training data to
obtain the granulated view of training data. Each leaf node of this granulation tree
represents one granule. Statistical heuristic is used to find the significance of attributes
used to construct the granulation tree. The number of attributes to decompose the dataset
are limited in order to limit the size of granulation tree and hence the performance issues.
The average entropy of the attributes is calculated and that attributes which has the
entropy- less then that of the average entropy are chosen for the decomposition. The
subsets generated from this decomposition are further decomposed until all the attributes
that satisfy the entropy constraints are used for decomposition. The collective traversal of
these subsets with null as entropy value gives the granulation tree [19]. The detailed

description of the algorithms is given in the Figure4.2.
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Figure4.2 Granulation

4.3. Granule Representation

In this dissertation the granules are represented by the random selection of data
tuples from the leaf nodes of the granulation tree [19]. Number of tuples may be decided
for a given data based on size of granule, quality of granule etc. The set of tuples
representing all the granules is the representation of granulated view of the entire training

dataset. Further encoding is beyond the scope of this dissertation. The algorithm for

representation of granules is presented in Figure4.3.
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Fig4.3 Granule Representation

4.4.Implementation Details

. All the algorithms explained above are implemented on JAVA programming
platform. The data set is directly linked from the text file format. The training data is
randomly sampled from granulés and is used for the granulation purpose. Data is used for
the testing purpose which is saved in separate file. The dataset saved for the granulation

purpose is input to the granulation tree model. The granulated data is then represented by

éelecting the data tuples randomly from the leaf nodes of the granulation tree.
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CHAPTER 5

EXPERIMENTS & RESULTS

37



An important goal of this dissertation is to study the performance of classification
algorithms in granular computing environment. In order to achieve this, experiments are
performed on a number of datasets by applying two classification algorithms namely ID3
and Naive Bayesian classification algorithms as described in chapter4. Instead of directly
applying data to train the classifier, the training data is granulated. Granules are formed
using attribute oriented granulation model, Granulation tree [18]. In this chapter the
classifiers are evaluated using various performance parameters. The granulated dataset is
constructed using rand'om sampling of tuples from granules. Thus the data reduction is

achieved by the tuples that represent all the granules.
5.1 System Description

All the algorithms implemented so far have been coded in the JAVA

progré.mming platform. The System configuration is given as:

> Hardware Used: All the experiments are carried out on the computer with
configuration as, ]
| Main Memory: 1GB (DDR).
CPU: Intel Pentium 4(1.8 GHz with 1 MB L2 cache memory).
» Software Used: |
OS: windows xp (professional edition).
Software: Weka software for Data Mining.
~ Platform: Java 1.6(jdk-6u3-windows-I 586-p).

5.2 Dataset Description

Four datasets namely Buycomputer, Balancescale, Nursery and Poker are taken
into consideration to accomplish the experiment. In order to observe the uniformity of the
results all size of databases of variable size are considered. Buy computer is very small
dataset which contains only 14 tuples. Balancescale and Nursery are medium sized
datasets. Poker with 25010 tuples is a good sized dataset [23].
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The experiments were considered mainly to observe the impact of Granular

computing approach, therefore no preprocessing techniques, like descretsization, filling

null values, data normalization etc is taken care of. Therefore all the dataset used in the

experiment are nominal dataset. Each dataset contains a class attribute which describes

the associated class label on each tuple. The various dataset used are given in table5.1.

Table 5.1: Data Description

Data Sets No. of instan. | No. of Att. | Type of att. | No.of class values
Buy comp 14 5 | Nominal 2
Balance scale 625 5 | Nominal 3
Nursery 7937 9 | Nominal 5
Poker 25010 11 | Nominal 9

5.3 Evaluation Parameters

The performance of classifiers in evaluated using a number of parameters.

However in this dissertation only accuracy and precision have been considered. One of

the useful tools for analyzing how well the classier can recognize tuples of different

classes is confusion matrix. A confusion matrix for two classes shown as:

Table 5.2: Confusion Matrix

Actual class-

Ci C2
Cl True positive False negative
Predicted
Class C2 'False positive True negative
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True positive is the number of tuples actually belonging to class C, and are
predicted of class C;. True negative is the number of tuples actually belonging to class C,
and are predicted as C,. Similarly false positive is the tuples of class C1 and are predicted

as of C,. False negative are the tuples of class C; which are predicted as C;.

Given m classed a confusion matrix is a table of size m by m. Each entry CM;;
in the first m rows and m columns indicates the number of tuples of class I that were
labeled by the classifier as class j. For a classifier to have a good accuracy, most of the
tuples would be represented also the diagonal of the confusion matrix that is from CM; ;

to entry CMp, m With the rest of entries being close to zero.

Using the terms of confusion matrix, accuracy and precision can be defined as

follows:
Iz
And,
t
precision = =Pos

(t _pos+ f _pos)

Here ¢_pos is total no. of positive tuples and ¢_neg is total no. of negative tuples.

The accuracy of a classifier on a given test data set is the percentage of test set
tuples that are corrected classified by the classifier. This is also known as recognition rate

of the classifier that is how well the classifier recognizes tuples of the various classes [9,
10].

5.4 Description of Experiment

In order to evaluate the impact of granular computing on classification, the
classifiers are induced from each of four datasets without granulation and with

granulation. The performance of classifiers without granulation is observed to be
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compared with the classifiers induced after granulation. Data tuples for experiment is first

sampled from granules. The classification algorithms are then applied on that granulated

data. The data form the data granules are sampled under following schemes:

One data element per granule:'Under this scheme only one data instance is taken
chosen from one granule. In this way the number of data in the granule data set is
equal to the number of granules. Advantage of this sampling scheme is that when
the original dataset is very large and the no. of attributes in the data set are less,
large no. of granules are formed and hence it reduced the size of granulated data

up to significant amount.

Two data elements per granule: Under this scheme two data instance are chosen

from one granule. This kind of scheme is used when the size of original dataset is

moderated. In this way an appropriated number of granules are constructed.

5.4.1

Three data elements per granule: Under this scheme three data instance are chosen
from one granule. This kind of scheme is used when the size of original dataset is
small. Choosing three data instances per granule make the granulated data

sufficient to train a classifier.

Results of classification without granulation

The data is subject under two classification algorithms ID3 and Naive Bayesian.

Results of two classification algorithms are observed with 10 fold cross validation

approach. Table5.4 shows the average accuracy results.
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Table 5.3 Accuracy without granulation

classifier 10 fold cross validation
ID3 ' Naive Bayes’
Data )
Buy comp 85.7 57.14
Balance Scale 38.9 91.2
Nursery 98.7 88.9
Poker ' 39.4 49.06

The precision without granulation is given as in the table,

Table4.4 Precision without Granulation

classifier 10 fold cross validation
—_—
Data 1D3 Naive Bayes’
set l
Buy comp .864 642
Balance Scale 448 .926
Nursery - 992 v 913
Poker 463 541
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5.4.2 Gljanulation results

The input data is first granulated and then various classification algorithms are

applied on this granulated data. The results of granulation are shown in this table as:

Table5.5 Granulation
Data | No.of tuples | No. of Granule based Dataset (% of
~ Sets Granules original Dataset)

1 Ob/Gr 2 Ob/Gr 3 Ob/Gr
Buy comp 14 5 5(35.5) 8(57.1) 10(71.4)
Balance scale 625 115 | 115(18.4) 217(34.7) 319(51.4)
Nursery 7937 3288 | 3288(41.4) | 4805(60.5) 6226(78.4)
Poker 2501 9246 | 9246(36.9) | 13755(54.9) | 18427(73.6)

5.4.3 Results of classification using granulation

The results of granulation have been recorded on four classifiers, ID3, Naive

Bayesian classifiers. First the granulated data is used to train the classifier and then the

test data is applied on that classified to measure the accufacy. Table5.6 shows the

results.
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Table 5.6 Accuracy with granulation

Classifier Training Test
' i
Data l ID3 NaiveBayes’ | ID3 NaiveBayes’
sets ( % reduced)
Buy 1 Ob(35.7) 20 20 66.6 | 66.6
comp 2 Ob(57.1) 39 75 25 75
3 Ob(71.4) 75 100 75 75
Balance 1 Ob(18.4) 48.6 76.5 67.9 88.77
Scale 2 Ob(34.7) 71.4 84.3 55.6 83.9
30b(51.4) 84.01 88 59.65 84.2
Nursery 1 Ob(41.4) 96.4 92.9 95.1 88.6
2 Ob(60.5) 98.4 92.7 94.1 - 89.1
3 Ob(78.4) 98.8 93.0 94.0 89.2
Poker 1 Ob(36.9) 36.2 46.7 53.8 49.67
2 0Ob(54.9) 69.2 48.19 57.56 49.3
3 Ob(73.6) 78.8 49.1 82.77 51.04

Values in table5.6 for without granulation the average accuracy has been

considered while for the experiments after granulation the best classification accuracy has

been considered for the comparison of results.
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Table 5.7 Precision with granulation

gi_la_ssjﬁir Training Test
Data l | ID3 NaiveBayes’ | ID3 NaiveBayes’
sets ( to % reduced)
Buy T0b(35.7) 11 11 643 672
comp  [306G7T) 436 361 33 784
3 Ob(71.4) 1 i 1 873
Balance | 1 Ob(18.4) 712 | 737 779 842
Scale 2 Ob(34.7) 793 | 768 732 773
306(51.4) | - .889 881 732 738
Nursery | 1 Ob(41.4) 987 936 966 | 892
20b(60.5) | 992 032 957 891
3 0b(78.4) 995 935 958 895
Poker | 10b(36.9) 528 | Al GE s
2 Ob(54.9) 824 432 686 442
3 0b(73.6) 894 492 657 439

5.4.4 Comparison

The results of accuracy without granulation and with granulation are given here in
Table5.8. The accuracy results with granulation are determined by taking the average of

accuracies with one, two and three data tuples per granulation.
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Table 5.8 Accuracy Comparison

Accuracy Accuracy | Best Results
Classification . . ‘
Data (Without (With (Type of
Algorithm . ' R
Granulation) Granulation) Data)
Buy DT 85.7 55.5 75(71.4%)
Comp Bayesian - 57.14 72.2 75(71.4%)
Balance DT 389 61 67.9(18.4%)
scale Bayesian 91.2 854 88.7(18.4%)
Nursery DT 98.7 94.2 95.1(41.4%)
Bayesian 88.9 88.7 89.2(78.4%)
DT 39.4 64.7 82.7(73.6%)
poker
Bayesian 49.6 1 50.01 51.4(73.6%)

In Buy computer dataset, the Bayesian classifier gives better accuracy with
granulation and compared to ID3. For intermediate size datasets, like balance scale, DT
prove itself a good classifier but and the accuracy of Bayesian is reduced i;nsigniﬁcantly
but the size of training dataset is reduced significantly. In good sized dataset Nursery,
‘there is,insignificant reduction in accuracy but the size of training dataset is reduced
significantly. Poker is a large dataset with large number of attribute values. Hence the

classifiers could not perform well but still a great reduction in dataset.

The result of comparison of precision is given in table5.8. The precision results
are analogous to that of the accuracy results. The precision with granulation on Buy
computer dataset is better than that of without granulation. But it is difficult to reach to
any conclusion since buy computer is a small dataset. On intermediate dataset balance

scale, ID3 performs better than that of Bayesian classifiers. Both ID3 and Bayesian
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classifiers performs well on Nursery dataset. The precision performance on poker dataset

is not so good for both ID3 and Bayesian classifiers. The cause behind this appears the

large no. of attribute value and class values.

Table5.9 Precision Comparison

Data Classification | Precision(Without | Precision(With | Best Precision
Algorithm Granulation) Granulation) (Type of Data)
Buy ID3 .864 657 1(71.4%)
Comp | Bayesian .642 773 .873(71.4%)
Balance ID3 448 748 .779(18.4%)
scale Bayesian 926 784 .842(18.4%)
Nursery ID3 992 960 967(41.4%)
Bayesian 913 .893 .895(78.4%)
poker ID3 463 672 .686(54.9%)
Bayesian 541 442 .445(36.9%)

5.4.5 Analysis

The classification using granulation is analyzed on the account of two

classification algorithms ID3 and Naive Bayesian. The results show that the classification

using granulation performs better than without granulation except few results. The

significance of granulation process is that the training dataset is reduced significantly.
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CHAPTER 6

CONCLUSION AND FUTURE WORK
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So far in this dissertation we have studied how the granular computing can be
applied in the classification problems. Classification and the issues regarding
classification are discussed in detail. Various type of classification algorithms are
explained with appropridte detail in chapert2. Granular computing and the components of
granular computing are explained in chaper3. Granules and the relationship between
granules is explained with proper hierarchy. Various models and frameworks of
granulation are explained with an appropriate detail in this dissertation. The proposed
framework of classification using granulation is explained in chaper4. The basic idea of

granulation is incorporated from granulation tree model of granulation.

The various experiments on the datasets are performed. The accuracy and the
precision results by the classification algorithms ID3 and Bayesian classification
algorithms are observed. A discussion on these results is given in chapter5' of the
dissertation. The attribute selection measure to construction of granules shows it magic. It

has been observed that the data in the granules are uniformly divided.

Another advantage of this model is observed so far is that the model works very
effectively even when the dataset is very large. Hence the scalability issue of various data

mining algorithms can be taken care by using the granular computing approach.
FUTURE WORK

The data set so far chosen are having only the nominal attributes. The proposed
models don’t work on the continuous valued attributes. There was no missing value in the
database. But this is not the case in real time databases. The attributes in the databases
generally have mixed attribute with both nominal and continuous values. Missing values
are also in present in the real time data base. Keeping these problems in mind, my future
goal will be to design a model which can cope up with these problems of the ordinary

databases.
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In this model of classification using granulation, the data is selected randomly

from the granules. It could have been better if some heuristic approach for the selections

of data from granule be applied. My future work will be concentrated on this issue.
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