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INTRODUCGTION

The need to keep certain messages secret has been appreciated for thousands of years.
People were active to realize the advantages to be gained from intercepting secret information,

>

and this has led to a continuos, fascinating battle between the codemakers’ and the
‘codcbreakers’. The broad spectrum for this contest is the communication medium which has
changed considerably over the years. The society is now highly dependent on modern, fast and
accurate means of transmitting messages. Along with the old method of commusnication
systems such as post, courier service ,now a day radios, television telephone, telex and high
spéed data links arc ... ailable In each mode of transmission the aim remains to have a cheaper
and reliable system. There are, however, a number of situations where the information is
confidential, and where the interceptor will gain immensely from the knowledge gained by
monitoring the information circuit. In such situation | the communicants must conceal the
content of the their message. At some occasion it may be good enough to concent the

information from a casual listener from understanding the message, but there are other times

when it is crucial that even the most determined interceptor must not be able to deduce it

The need of concealing the information before it is transmitted has increased over a period of
time. The common-man has become aware that information pertaining him is fransmitted over
various data links and he feels that if not all some information is confidential and hence
unauthoerised personnel should not have access to it, more so, shall not he able te alter it In
such situations the communicants have no aiternative but to give attention to secu ity of their

transmission.



The cryptographer’s use various methods to encipher the information before the same is
communicated. There are various hardware and software available for this purpose. In present
day scenario where mode of communication are available they need to be reliable in terms of
stability and accuracy such that no portion of the enciphered information is altered even by
mistake as the receptor will not be able to decipher the message. Not only the information
being transmitted should reach the adversary but he should also not be able to break the key
and the key pattern being used to decipher the content of the message transmitted or being

* transmitted.

To achieve this aim the cryptographer has to pay attention on the Key Management aspect
as well. While addressing to the problem of key management a number of question arise hike,
- how large should be the key, how often should it be changed, by which method it should be

changed, how it should be gencrated and, how it should be transmitted?
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Classical Cryptography

The fundamental objective of cryptography is to enable two people, usually referred to as Alice
and Bob, to communicate over an insure channel in such a way that an opponent, Oscar,
cannot understand what 1s being said. This channel could be a telephone line computer
network, for exampie. The information that Alice wants to send to Bob, which we call .
“plaintext,” can be English text, numerical data, or anything at all - its structure is completely
arbitrary. Alice encrypts the plaintext, using a predetermined key, and sends the resulting
ciphertext over the channel. Oscar, upon seeing the papertext in the channel by eves dropping.
cannot determine what the plaintext was; but Bob, who knows the encryption key, can decrypt

the ciphertext and reconstruct the plaintext.
This concept is desciibed more formally using the following mathematical notation.

DEFINITION: A cryptosystem is a five-tuple(P,C, K E,D), where the following conditions

are satisfied:

1. P is finite set of possibie plaintexts.

2. C is a finite of possible ciphertexts.

3. K, the keyspace, is a finite set of possible keys.

4. For each K e K, there is an encrypting ruie ex € E and a corresponding decryption

di €D. Fach e : P — C and di. C — P are function such that dy (ex(x}) = x for every

plaintext x € P.



The main property is property 4 . 1t says that if a plaintext x is enciypted using &, and the

resulting ciphertext is subscquently decrypted using dy, then the oviginal plaintext x results

Alice and Bob will employ the following protocol 1o use a specific cryptosvstem. First, they
choose a random key K € K. This is done when they are in the same place and are not being
observed by Oscar, or, alternatively, when they do have access to a secure channel, in which
case they can be i different places. At a later time, suppose Alice wants to communicate a

message to Bob over an insecure channel and message is a string.
X=x1%2...%,

for some integer 7 > 1, where each plaintext symbol x; € P, 1</ < Tach x; 15 encrypted
using the encryption key rule ex specified by the predetermined key K. Hence, Alice computes

y=¢ (x;), | <7<, and the resulting ciphertext string 1Sy =y 1y ...V,

Oscar

Alice *{ Encg_g_tgg_}‘** “‘

Secure Channel

Decrvpter

Key Scurce

The communication channel




Y E VIV v Is sent over the channel. When Bob receives yiva .. vy, he deerypts it using

he decryption function dy, obtaining the original plaintext string, xix,...x,

—

Clearly, it must be the case that cach encryption function e is an injective function (i.e., one-to-
one), otherwise, deeryption could not he accomphished i an unambipuons & continuons mannes
For example, if

v = e xi) = e (%)

where x; # Xp, then Bob has no way of knowing whether y should decrypt to x; or x,. Note that if
P =, it follows that each encryption function is a permutation. That is, if the set of plaintexts and

ciphertexts are identical, then each encryption function just rearranges (or permutes) the clements

of this set.



MODULAR ARITHMETIC

DEFIMITION  Supp~z a and b are integers, and m is a positive integer. Then we write a = b

(mod m) if m divides b -a . The phrase = b (mod m) is read as “a is congruent to b modulo m”. The

integer m is called the modulo.

Sunpose we divide a and b by m , obtaining integer quotients and remainders, where the remainders
are between 0 <1, <m -1. Then it is not difficult to see that a= b{mod m) if and only if 1y = - We
will use the notation a mod m (without parenthescs) to denote the remainder when a is divided by
m i.e., the value rl above. Thus a =b (mod m) if a mod m = b mod m. If we replace a by a mod in,

we say that a is reduced modulo m.

Many computer programming languages define 2 mod m to be the remainder in the range -
mb1, . m -1 having the same sign as o For example; -18 mod 7 would be -4, rather than 3 as we
defined it above . But for our purposes, it is much more convenient to define a mod m always to be

non-negative.

We can now define arithmetic module m : Z,, is defined to be the set ( 0,.,m-1), equipped with two
operators, + and x. Addition and multiplication in Z, work exactly ke real addition and

multiplication, and the results are reduced modulo m.

For example, suppose we want to compute 11 x 13 in Z),. Asintegers, we have 11x13 = 143, To
reduce 143 modulo 16, we just perform ordinary long division; 143=(8 x 16) +15, s0 143 mod

16=15, and hence 11 x13=15 in Z;s.



These definition of addition asd multiplication in 7., satisfy most of the familiar rules of arithmetic.

‘Fhese properties are listed here :

—t

addition is closed, ie, foranya,b e Zm a+b e Z,

2. addition is commutative, ie, foranya. be Z,,a+b=b+a

3. addition is asscciative,ie_ fora b, c e 7, (a+b) +c=a+ (b +¢)

4. 01s an addition identity, 1e foranyae Z, at0=0+ta=a

5 the additive inverse of any a € Zmis m-a, ie, al{m-a) = (m-ayta =0 forany a & 7,
6. multiplication 1s closed, t e, forany a, b € Z,,,, abe 7,

7. multiplication is commutative, i.e , for any a, b € Zm ab = ba

8. multiplication is associative, 1.e, forany a, b, ¢ € Z,, (a, b)c=a(b ¢)

9. a multiplicative identity, ie, foranyac Zm ax 1 =1xa=a

10, multiplication disuiioutes over addition ,i.e, for any a, b, ¢ € Zm,{a +b) + ¢) = (ac) + (he)

and a(b+c) = ab + ac.

1

Properties 1, 3-5 say that Z,, forms an algebraic structure called a group with respect to the

addition. Since property 4 also holds, the group is said to be abelian.

Properties 1-10 establish that Z,, is, in fact, a ring. Some familiar examples of rings include the
integers Z; the real numbers R; and the complex numbers C. However, these are all infinite rings,

and our attention will be confined almost exclusively to finite rings.



Smee additive inverses exist in Z,,. we can also subtraet clements in 7, We defined a-bin 7, to be
abmo- b mod mo Fguivalently, we can compute the integer a-b and then reduce it modula me for

example, to compute 11-18 in 731, we can evaluate 11413 mod 31= 24, Alternatively. we can first

subtract 18 form 11, obtaining -7 and then compute -7 mod 3124
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CRYPTO SYSTEMS

Shift Cipher

1etP=(C=¥K =y, For 0 <25, define

e (x) =x + Kmod 26 and

di(y) =y - K mod 26

It is defined over 7,6 since there are 26 fetters in the Fnglish alphabet though it could be defined
over Zm for any modulus m. It is easy to see that Shift Cipher forms a cryptosystem as defined

above, i.e., dk (ex(x)) = x for every x € Z 5.

REMARK For the particular key K=3, the cryptosystem is often called the Caesar Cipher, witch

was purportedly used by Julius Caesar.

We would use the Shift Cipher (with a modules of 26) to encrypt ordinary English text by setting
up a correspondence between alphabetic and residues modulus 26 as follows: A < 0, B <»1,. . 7Z

> 25,
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The same ts recorded here for {uture reference:

L o L
ALBLCID iél“i(i(llil‘ﬁ ) Ki Ll M
¢ { |
. | | | |
100 I I L I A |
0i1 |2 3] 4 5 6§7i8i9 10 111 12
! ; | { i i
RN
No PlQIR| sn;u@v%wl X| Y% z
R
b ' N B i :

13 14, 15| 16/ 17, 18 19|20 21| 22| 23| 241 25

EXAMPLE |

Suppose the key for a Shift Cipher is K=11, and the plaintext is
wewillmeetatmidnight

We first convert the plaintext to a sequence of integers using the specified correspondence,

obtaining the following :
22 4 22 8 11 11 12 4 4 19

O 1912 8 3 13 8 06 7 19
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Next, we add 11 to each value, reducing each sum modulo 26:
7 15 7 19 22 22 23 15 15 4
L4 23 19 14 24 19 17 18 A4
Finally, we convert sequence of integers to alphabetic characters, obtaining the ciphertext:
HPHTWWXPPELEXTOYTRES.

To decrypt the ciphertext, Bob will first convert the ciphertext to a sequence of integers, then
subtract 11 form each value {reducing modulo 26), and finally convert the sequence of integers to
alphabetic characters. In the above example upper case letters are used for ciphertext and lowcer

case letters for plaintext, in order to improve readability only.

If a cryptosystem is to be of practical use, it should satisfy certain properties. We enumerate two

of these properties now.

1. Each encryption function ¢ and cach decryption di should be cfficiently computabie.

2. An opponent , upon seeing a ciphertext string y, should be unable to determine the key k
that was used, or the plaintext string x.

The second property above is defining, in a very vague way, the idea of “security”. The process of
attempting to compute the key K, given a string of ciphertext y, is called cryptanalysis. Note that, if
Oscar can determine ¥ then he can decrypt y just as Bob would, using dy. Hence, determining K is

at lcast as determining the plaintext string x.
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EXAMPLE
Given the ciphertext string :

JBCRCLOQRWCRVNBIENBWRWN,

We successively try the decryption keys do, ,d; etc. The following is obtained:
jber clgrwerv nbjenb w rw n
iabg bkpgqvbdb gumaid mavg v m
hzapajop uvaptl z hcecl z up u |
gyzozino tz os ky gb k vy to t k
fx ynyhmnsy nr j x fa j x s n s j
ew xmx glm.xmgq 1w ez 1 WTITImr ¢t i
dv wlwif ki gwi p hv dy h vgl g h
cu vk ve jkpvk ogucx gupk p g

bt uj ud ij ougj nftbw ftoj o f

as t1 t chintl mesa v e sni n e

At this point, we have determined the plaintext and we can stop. The key is K=9.
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Substitution Cinher

Substitution cryptosystein has been used for hundreds of years. In case of substitution cipher we
take /7 and C both to be the 26-letter English alphabet. We use Zys in the Shift cipher becausc
encryption and decryption are algebraic operation. But in the substitution cipher it is more

convenient to operate on alphabetical characters for encryption and decryption.

A key for substitution cipher just consists of a permutation of 26 alphabetic characters
of these permutations is 201 which is more than 4 x 107 Thus an exhanstive key search withoui

computers is infeasible.

Example

Let P = C = Zy. K consists of all possible permutations of the 26
symbols 0,1,....... ,25. For each permutation n € K ,define

e.(x) = n(n}

and define

dx (y) = 1-1(y),

where 1t-1 1s the inverse permutation to .

As the above example indicates, a necessary condition for the cryptosystem to be secure is

. €.

that an exahaustiive Lov cearch choulid ha infoacibidn v o e Lavvwricen dos Fors vivesar faneia S0
INAT An @xXaNAVEIIUe MO RONren Rnania hae s ;

large keyspace may also not guarantee security.
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Yigenere Cipher

In both the Shift cipher and the substitution cipher , once a key is chosen each alphabetic character

is mapped to a unique alphabetic character, hence they are called monealphhetic Vinanere cinhar

table English alphabets are written in a row and English alphabets are shifted by one place in cach
row, 26 such rows are wriiten one over the other ;with the 'natural” alphabet as an extra column

on the left,

Each letter in the extra column determines a row of the square, while each row represents an

additive cipher. Each of these substitution alphabet ig then used in the arder of the ceauence in

i

encipher a single letter. In the most common usage ,called the Vigenere cinher the marhad of
obtamning the sequence involves choosing a kevword (or phrase). If the nlain fext masaaoe is longar
vhan the keyword then the sequence is obtained by repeating it as many rimes as necesenry  Phog
the period is the length of kevword We can aiso replace each row of the Vigncore aquare by any

substation alphabet and then use the new square as discussed above There s ong particniar such

square known as beaufort square, in which alphabet are written in the reverse order
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PRACTICAL SECURITY

In order to asses the .ractical security of a system one must have an idea of the res..arce. which
are likely to be available at the disposal of the expected cryptanalyst. In particular one need to
know the computing power available to him. When trying to determine the practical security of a
S);'sfem , one must determine the number of operations or storage elements needed to break it and
then decide if it provides enough cover time for the message to be secure. It is also of importance
to note that number of operation required does depend on the efficiency of the method of attack.
Hence the cryptanalyst always seeks ways of reducing the number of operations. Even when
testing one key every microsecond ,to solve a monoalphabetic cipher by trying every key would
take about 1.12 x 10" years. In practice , therefore ,cryptanalyst must try to find method which do

not entail trying every key, but eliminate many possibilities at a time.

Diffusion and Confusion

The cryptographer use the technique which are called diffusion and confusion . The idea behind
diffusion is to ‘spread’ the statistics of the message space into a statistical structure which involves

long combination of the letters in the cryptogram. This is similar to the concept of source coding.

Confusion is to make the relation between the cryptogram and the corresponding key a complex
one. This aims to make difficult for statistics to pinpoint the key as having come {rom any
| particular area of the key space. In particular , it tries to ensure that the majority of the key is
needed to obtain even very short cryptogram, which implies that every message character

enciphered will depend on virtually the entire key. Hence forcing the cryptanalyst to find the wholc
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key simultaneously by making him solve considerably more complex equation then when he was

able to find the key piece by piece.

Shannon’s Five Criteria

Shannon made five suggestions in 1940 and since than technology has advanced considerably . His

suégésted criteria were :

(a) the amount of secrecy offered,

{b) the size of the key,

(c)  the simplicity of the enciphering and deciphering operation,
(d) | the propagation of error and,

(e) ~ extension of the message.

Criteria (a) need not any discussion as the importance is obvious. The key must be kept secret and
,on occasion , may need to be memorised. Consequently it should be as small as possibie .
Enciphering and deciphering as per Shannon should of course be as simple as possible. If they are
done manually ,complexity leads to loss of time , errors etc. If done mechanically, complexity leads
to a large, expansive maéhines. With some cipher systems , one error occurring on a transmission
can mean that, when the cryptogram is deciphered, whole portion, or even the complete message is
garbled. For most communication the error propagation should clearly be minimised. In some
cipher system the size of message increases by the enciphering process. For instance use of nuils
(i.e. adding meaningless characters to swamp the message statistics)causes a larger cryptogram

than message. Such a message extension is undesirable for most communication systems.



st
~3

There appears to be a certain incompatibility between the requirement of each of these files criteria
when our message space consist of a natural language. It is probably not possible to satisfy all five
but, 1f one is dropped ,it may be possible to satisfy other four. The first criteria cannot be dropped

for obvious reasons English.

If we drop (¢) and allow unlimited message extension, then we can encipher many extra message
and use part of the key to indicate the c_orrcd one, still it is not sure that requirement of (b) and
(c). will bé met. By dropping (d) we can use a block cipher. But again it is not clear that
requirements for either (b) or (c) can be achieved, though block cipher may lead to error
propagation . Third criteria of Shannon need not be discussed with the present day electronics
available to carry out enciphering and deciphering operation. Propagation of error is nccessarily
10t a bad thing at times |, the effects of error propagation proves to be advantegecus and at times

totally unacceptable as it corrupts the message.
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Worst Case Ceonditions

In order to assess the security of system following three assumptions are made, which are referred

to as worst case conditions,

C1 The cryptanalyst has a complete knowledge of the cipher system.

C2  The cryptanalyst has obtained a considerable amount of cipher text.
C3  The cryptanalyst knows plaintext equivalent of certain amount of the ciphertext.

In any given situation we will attempt to quantify realistically what we mean by considerable and

certain . This will depend on particular system under consideration.

Condition C1 implies that there is no security in the cipher system: itself and that all security must
come from the key. Naturally the cryptanalyst ‘s task is considerably harder if he does not know the
system used and it is now possible to conceal this information to certain extent. 1t should be clear
that C2 is a necessarily assumption which, in conjuction with C1 has found the basis of many of
our earlier cryptanalitic attacks. It has to be assumed that if a cryptanalyst can intercept
communication between two parties, he is hikely to be able to intercept others, who. may have
implied the same key. C3 is the basis of the known plaintext attack which is probably the most
important and most commonly used method of breaking cipher. In this case the cryptanalyst has ,
possibly by guess work, deduction, or even by planting some one in some way, obtained knowledge
of some of the plaintext message prior to its encipherment. The cryptanalyst may , for instance,
know that all communication between two sources begin with a particular name and address or a

particular phrase or expression.
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eam Cinher Systems

So far discussed cipher systems could be implemented in a reasonably short time, either by hand or
by using a mechanical or electro-mechanical machine. The most significant factors in the
development of the design of cipher systems were the advent of the computer and then, in the
A196Os,_ the expanding use of microelectronics. They meant that a whole new range o. finc. ons
were available to the cryptographer. But they also compelled him to increase his mathematical
knowledge. Many of these new functions could only be expressed in terms of a mathematical
language which was considerably more advanced than any of the mathematical knowledge
previously required has been the development of the cipher system greatly influcnced by the fact
that Shannon had proved the one - time - pad to be unbreakable. Many cryptographers felt that, if
they could emulate the one-time-pad system in some way, they would have a system with a
guaranteed high security level. They were also encouraged by the fact that, since the 1930s, many
of the mechanical and electro-mechanical machines had operated in a way similar to the one-time-
pad; in the sense that they produced long sequences of displacements which were applied, character
by character, to the plairtext message. However there is one fundamental difference. Unlike the
situation for the one-time-pad, a sequence produced by one of these machines is not random; in fact
it is completely determined by the key. Once the key has been set up, the sequence , although
certainly as long as the message, is completely predetermined. Nevertheless, by careful choice of
the algorithm, it was possible to produce a sequence which appeared to be random, i.e. a sequence

in which there was no telegraphers that such a system would be highly secure.
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The above ideas led to the introduction of the stream cipher , illustrated in Figure.

KEY
INFINITE SEQUENCE
| ALGORITi{M

MIXER CIPHERTEXT

2 | CipHE
PLAINTEXT DATA

A Stream Cipher

Thus a stream cipher is a system in which the key is fed to an algorithm which uses the key to
generate an infinite sequence. (The algorithm is usually referred to as the sequence gemnerator or
keystream generator.) In all practical cases of cipher systems, the algorithm is an example of a

finite state machine.

It 1s important to realize that a stream cipher attcmpts to utilize confusion, but not di./uzici.. This
gives it a major advantage over a block cipher ; namely that it is not error propagating. For this
reason, streém ciphers provide probably the most important method of modern encipherment |
since the majority of such systems employ electronic techniques, both the plaintext and the infinite
sequence use a character set which has only two possibilities corresponding to on and off. For

convenience these are labeled 1 and 0 and the resulting system is called a binary system.

One way of viewing our stream cipher system is a polyalphabetic cipher whose periodicity 1s
governed by the sequence which the algorithm produces. But it is important {o realize that,
although the sequence has infinite length, this does not mean that the polyalphabetic cipher cannot
have finite period. The infinite sequence may have the property that it is merely numerous

repetitions of a finite sequence. If this occurs then we say that it is periodic. We call the shortest
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repeated sequence a cycle and the length of a cycle is the period of the infinite sequence. If we
represent the sequence S1 .82 S3. .. by (S1), then if (S1) has period P we know Sm -+ p for every
m. If the period of our output sequence is small, the system will have the same type of drawbacks
as the Vignere cipher with short keyboard. It is essential for security that our output sequence
‘sho’ulld have a large period and that the period should, as an absolute minimum, be at least as long
as any message to be cuciphered. For this reason, we will need theorems which tell us when the
output sequence has a guaranteed minimum period. A second requirement for our output sequence
, z;ga.in based on our experience in attempting to cryptanalyze Vignette - type ciphers, is that it

should appear to be random and, thus, not allow the cryptanalyst to use any known statistical

analysis of the language of the system. Thus our two main aims are :

A1l The input key stream sequence must have a guaranteed minimum length for its petiod. (we

will then only enciphers messages which are shorter than this value.)

A2 The ciphertext must appear to be random.

TH =23




DATA ENCRYPTION STANDARD

The Data Encryption Standard (DES) specifics an algorithm to be mplemented in clectronic
hardware devices and used for the cryptographic protection of computer data. This publication
provides a Complete description of a mathematical algorithm for encrypting and decrypting binary
coded information .Encrypting data converts it to an unintelligible form called cipher . Decrypting -
cipher converts the data back to its original form . The algorithm described in this standard specifies
both enciphering and deciphering operations which are based on a binary number called a key. The
key consist of 64 binary digits (0’ s or 1’s) of which 56 bits are used directly by the algorithm and 8

bits are used for error detection.

Binary coded data may be cryptographically protected using the DES algorithm in conjunction with
a key. The key is generated in such a way that each of the 56 bits used directly by the algorithm are
random and the 8 error detecting bits are set to make the parity of each 8 -bit byte of the key odd,
i ¢ there is an odd number of '1" s in each 8-bit byte. Each member of a group in common, is used
to decipher the data réceived in cipher form from other members of the group. The encryption
algorithm specified in this standard is commonly known among those using the standard. The
unique key chosen for use in a particular application makes the results of encrypting data using the
algorithm unique. Selectic:: of a different key cause the cipher that is produced for any given set of
inputs to be different. The cryptographic security of the data depends on the security provided {or

the key used to encipher and decipher the data.
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Data can be recovered from cipher only by using exactly the same key used to encipher it
Unauthorized recipients of the cipher who know the algorithm but do not have the correct key
cannot derive the original data algorithmically. However, anyone who does have the key and the
algorithm can easily decipher the cipher and obtain the original data . A standard algorithm based
on a secure key thus proifides a basis for excﬁanging encrypted éomputer data by issuing the key

used to encipher it to those authorized to have the data.

DATA ENCRYPTION ALGORITHM

The algorithm is designed to encipher and decipher blocks of data consisting of 64 bits under
control of a 64 bit key.' Deciphering must be accomplished by using the same key as for
cnciphering, but with the schedule of addressing the key bits altered so that the deciphering process
is the reverse of the enciphering process. A block to be enciphered is subjected to an initial
permutation IP, then to a complex key-dependent computation and finally to a permutation which
is the inverse of the initial permutation 1P-1. The key-dependent computation can be simply defined
in terms of function f called the cipher function, and a function KS, called the key schedule. A
description of the computation is given in terms of primitive functions which are called the

selection function fis give. in terms of primitive functions which are called the selection functions

S1 and the permutation function P.
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Enciphering
A sketch of the ciphering computation is given in figure.

‘The 64 bits of the input block to be enciphered are first subjected to the following permutation,

called the initial permutation 1P

P
58 50 423426 18 10 2
60 52 44 36 28 20 12 4
625446383022 146
64 56 48 40 32 24 16 8
574941332517 9 1
595143352710 113
615345372921 135
63 5547393123157

That is the permuted input has bit 58 of the input as its first bit, bit 50 as its second bit, and so on
with bit 7 as its last bit. The permuted input block is then the input to a complex key-dependent
computation described below. The output of that computation, called the pre-output. is then

subjected to the following permutation which is the inverse of the initial permutation:
P

40 8 48 16 56 24 64 32
39 7 47 15 55 23 63 31
38 646 14 54 22 6230
375 45 1353 21 61 29
364 44 1252 20 60 28
353 43 1151 19 59 27
342 42 1050 1858 26
331 41 9 49 [757 25

That is,the output of the algorithm has bit 40 of the pre-output block ag its first bit, bit 8 as ifs

second bit ,and so on, unti! bit 25 of the pre-output block is the fast bit of the output.




I.et the 64 bits of the input block to an iteration consist of a 32-hit hiock 1, followed by o 32 hif

block R. Using the notation defined eariier, the input block is than LR,

Let K be a block of 48 bits chosen from the 64-bit key Then the output LR’ of an iteration with

input LR 1s defined by:
(1)  L’=R
R'=L® fAR,K) ,where @ denotes bit-by-bit addition modulo 2.

The input of the first iteration of the calculation is the permuted input block. If L'R’ is the output of
the 16" iteration than R'L’ is the preoutput block . At each iteration a different block K of key bits

is chosen from the 64 bit key designated by KEY.

Let KS be a function which takes an integer 27 in the range from 1 to 16 and a 64 - bit block KEY
as input and yiclds an output a 48-bit block &, which is a permuted sclection of bits from KEY.
That.is

(2)y  K,=KS(n KEY)

with k, determined by the bits in 48 distinct bit positions of KEY. KS is called the key schedule

because the block K used in the #’th iteration of (1) is the block £, determined by (2).

Let the permuted input block be LR Finally ,let Ly and Ry be respectively L and R and L, and R,
respectively L and R” of (1) when L and R are respectively L, and R,.; and K is K, ; that is ;when

i is in the range from 1 to 16,
(3) Ln = Rn_1

R.=L, @ f(Rnl 5 Kn))
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~The preoutput block is then RygLs .

The key schedule KS of the algorithm is described in detail in the Appendix. The key schedule

produces the 16 K, which are required for the algorithm.

Deciphiering

‘The permutation 1P applicd to the preoutput block in the inverse of the initial permutation 1P

applied to the input. Further, from (1) it follows that :
(4) R=L’
L=R®f(L’,K)

Consequently |, to decipher it is only necessary to apply the very same algorithm to an enciphered
message block, taking that at each iteration of the computation the same block of key bit K is used

during decipherment as was used during the encipherment of the block. This can be expressed as
(S) Rn-l = Ln
Ln—l an @f (LNG ,Kn)

where now Rys Ljs is the permuted input block for the deciphering calculation and Ly Ro is a
preoutput block. That is for the decipherment calculation with Ry Lig as the permuted input |, Ky,

is used in first iteration , Kis in the second and so on, with the K, used in the 16" iteration.
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KEeY MANAGEMENT

KEY STRUCTURE

Sééhrity of a cipher system depends solely on the choice of the key. This point was highlighted
when we saw worst case conditions for the cryptographer. There as we asserted that the
cryptographer must be prepared for the cryptanalyst to have full details of the entire system and, in
particular, completely understand the algorithm Given the importance of the key, it is obviously
crucial that we pay great attention to the problems of choosing and changing keys. We must also

consider how the encipherer can tell the receiver the fact that he is changing to a new key.

On discussing practical, realistic systems which means that they are theoretically breakable. This
must be accepied as a premise. Qur problem is to determinc how long it would take to break a
particular system and/or to estimate the cost involved. If the time or expense is excessive then, for
all practical purposes, we may regard our system as secure. This means we must attempt to
quantify the words excessive in the last sentence. For any given systemn we must determine the
number of operations or storage elements needed to break the key, and then decide if this is large
enough for our purposes. This of course is one of the problem with today’s sophisticated systems |
the solutions is by know means simple. In order to increase the number of operation n@dcd by
cryptanalyst, we must increase the number of possibilities for the key. But this implies increasing
the actual size of the key. Unfortunately, as we increase the size of our key, it may make it more
difficult to ensure secure distribution and quick, accurate entry. There are many practical situations

where these latter constraints are very important, and on these occasion, the smallcst key is

advantageous.
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As on we find two conflicting requirements, it is therefore necessary to find the compromise. We
should keep our keys as small as possible, while still ensuring that nobody can try every possibility

0
in a reasonable time mterval.

Need For Kev Change

Assume that we have selected a key of x bits which initializes the algorithm, 1.e. gives the algorithm
a starting point , and then use this key to encipher n different messages m;,m, . m, If we lect
| o | denote the number of characters in the message m; then, for any j satisfying 1 <j < b § we
will let ay represent the /" ciphertext character of my. In order to encipher my we fire” enter the
key. The algorithm, using the key as an initializing process, then produces a pseudo-random
sequence which determines the sequence of transformations.  Similarly for each subscquent
message, we enter the same key and, as a consequence, obtain the same pseudo-random sequence

and the same sequence of transformations.

If an interceptor obtains n enciphered messages he will be able to arrange them in the kind of array
and from any given columns he knows the same section of the enciphering sequence has been used.
Thus he can restrict his attention to the columns in turn. But if we let my be the &#* plaintext letter
of my, then my = n il and only if ay= ay., and this means that the system used for any given column
is merely a monoalphabetic substitution. Furthermore it is essentially additive which, of course,
guaréntees that knowing the ciphertext equivalent of one character detérmines the entirg

substitution.
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The amount of use which the cryptanlyst can make of this observation depends on the size of n.
nis larpe then clearly he can atilize it, but for small n it is not at present clear how much it helps
him. Certainly if n=1 then the cryptanalyst has learnt nothing. If n is greater than 1, however, he
has further information. Since each column comes from a substitution which is esseatially additive
and -each row represents a message, he can attempt to break each column and use the extra fact
that each row must be meaningful to settle any ambiguous positions. The precisc way of doing this
depends on n. If n is large he can use the statistics relating to the frequency of occurrence of cach
letter to determine the most likely substitutions for each column . The fact that each must be
meaningful should soon enable him to make firm decisions about any columns where the
frequencics leave any room for chance. But if n is small then there will not be sufficient characters

in cach columns for the frequency statistics to be reliable. In this case he might find it advautageous

to concentrate on the rows and use them to try to determine the substitution alphabcts,

The value of information depends on the size of n. But for large values on 1 it can reduce the

number of trials considerably.

Kevy Distribution

ey distribution is defined as a mechanism by which one party chooses a secret key and fransmits it

to other party(s).

we have a insecure network of # users. In some of the schemes there is a trusted authority (TA)
that 1s responsible for key distribution and key agreement by verifying the identity of users at both
the ends. since the network is insecure we have to guard against the passive adversary whosz action
are restricted upto eavesdropping on messages that are transmitted over the channcl. we also have

to guard against the active adversary who can do following kind of things :



(a) alter message that he observes being transmitted over the network
{b) save message for the reuse at a latter time

(c)  attempt to masquerade as various users in the network.

The aim of the active adversary may be the any of the following:

(a) to fool U and V into accepting an “invalid” key as valid . It may be one of the old key that

has expired. |
(b)  tomake U and V believe that they have exchanged a key with other when they have not.

Kev Predistribution

In key predistribution the TA gencrates () keys, and gives each key to a  pair of user in the
network of /7 users. To transmit these keys from TA to user we require a secure channel. Though
the number of channel required to transmit the keys has reduced but, if # is large the problem

remains same.

Thus it is of importance to reduce the amount of information to be passed and stored, while still

allowing the pair of user U and V to be able te (independently) compute a sceret key Kir, v

Blom’s Scheme

Let us suppose the network is of 17 users and the keys are chosen from a finite field Zp where p > =

n is prime. Let & be an integer | 1=<k =<n-2. The value £ is the largest size coalition against
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which the system will remain secure. In the Blom’s scheme the TA will transmit A+1 elements of

7p to each user over a secure channel. Each pair of user U, V will be ablie to compute a key Kv.ou =
Ku,v. The security condition is as follows :any set of at most 4 users disjoint from{ U, VI must be
unable to determine information about Ku,v.

Blom’s key distribution scheme for £ =1 is as follows:

(a) A prime number 7 1s made public, and for each user U, an element r, € 7p is made public.

The element r, must be distinct.

(b)  The TA chooses three random elements a, b, ¢ € Z, (not necessarily distinct ), and form the

polynomial.

Jxy) =a+b(x +y) +exy mod p.

(¢)  Foreach user U, the TA computes the polynomial
§0 (%) 7 (%, ) mod

- and transmits g, (X) to U over a secure channel. Since g, (x) is a linear polynomial in x , it can be

written as
Cge=ay + b,
‘where

a,=a-+br, mod p
and

b,=b+crymodp
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(d) If U and V wants to communicate , then they use the common key
_K.“,v = Koy =f(ry,rv)y=a+b{r,+r)+cr,romodp,
where U computes K ,, as
flre, ) =g (1)
and V computes K., as
Sl ) =g ().

Diffie -Hellman Key Predistribution

The scheme is described over Zp , where p is prime, though it can be implemented in any [inite

group in which the discrete logarithm problem is intractable. It is assumed that o is a primitive

element of Zp, and that the values p and o are publicly known to everybody in the netv k.

In the scheme ID(U) will denote certain identification information for each user U in the network
e.g., his name ,address etc. Also each user U has a secret exponent address etc. Also each user U

has a secret exponent a, (where 0 <a, < p-2), and the corresponding public value
by =™ mod p

The TA will have a scheme with a public verification algorithm verr, and a secret signing algorithm
sigra. Finally, we will implicitly assume that all information is hashed, using a puf;lic hash function,

before it is signed.
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Certain information pertaining to a user U will be authenticated by means of a cervificate which is

issued and signed by TA. Fach user will have a certificate

CLU) - (IDCUYD, iz (IDUD),0,),

where b, is formed as described as earlier and, TA does not know the value of a,. A certificate for
the user U will be issued ~vhen U joins the network. Certificate can be stored in a public database,
or each user can store his or her own certificate. The signature of the TA on a certificate allows any

one in the network to verify the information it contains.

auav

U] and V can compute the common key K, v« ™™ maod p_as follows:
ia) A prime p and a primitive element a € Zp are made public.

b) V computes

#u av

Kuv=a mod p = b," mod p,

using the public value b, from the U’s certificate, together with his own secret value a..

(c) U computes

au av

ku v n]Od 1) - bvau mOd P,

using the public b, from V’s certificate, together with his own secret value a,.

Giving a thought about the security of the system in the presence of a passive or active .12 "~ry.
The signature of the TA on users’ certificates, effectively prevents W from altering any information
on some one else’s certificate i.c. the system is sceure against active attacks. Hence we need worry

only about passive attacks.



So the question arises ,can a user W compute Ky, if W = U, V 7 In other words, ¢iven o™ mod
) . 2 P > o

auav

pand & mod p (but not a, and a,) , is it possible to compute o ™ mod p? This problem is called
the Diffic - Hellman problem. It is clear that Diffie - Hellman Key Predistribution is sccure against

a passive adversary if and only if the problem is intractable.
Kerboros

In the key distribution systems ,each pair of user computes its one fixed key. If the same key 1s used
for a long time, the fear remains that it may be compromised. Thus it is often preferable to use an
on-line key distribution, where a new session key is produced every time a pair of user wauts to

communicate (this property is called key freshness).

I on-line key distribution is used, there is no need for any user to store keys to communicate with
other user (each user share a key with TA however). Session key will be transmitted on request by

the TA. 1t is the responsibility of the TA to ensure the key freshness.

When U wants to establish communication with V he sends a request to TA for a session key , TA
will generate a new random session key K. Also, the TA will record the time at which the request is
made as a timestamp , T, and specifies the | lifetime, L, during which K will be valid. That is,
session key K is to be regarded valid from time T to time T -+ L. All this information is crypted and
transmitted to U and (eventually) to V. The protocol of transmission of session key using Kerboros

15 as follows:
(a) U asks the TA for a session key to communicate with V.

(b) The TA chooses a random session key K, a timetamp T, a lifetime L.
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(c) The TA computes

my =ex, (K, 1D{V), T L)
and

m; =ep, (K, ID(U), T ,L)
and sends m; and my to U.

(d) U uses the deeryption function dg, to compute K , T, L and ID(V) from m;. He then

computes
my = GK( }D(U), T )
and sends ms to V along with the message m; he recicved from TA.

{e)  V uses the decryption function di, to compute K, T, L and ID(U) from m,. He then uses
di to compute T and ID(U) from ms. He checks that two values of T and ID(U) are the same. If' so

then V computes
my = ey, (T+1)
and send it to U.
® U decrypts my using dx and verifies that the result is T + 1.
The informgtiqn transmitted in the protocol is illustrated in the following diagram:

ml:e‘KU(Ka ID(V) ,T, L) mx:e’\(ID(U))T)
m = e (K, IDU) ;T , L) m = e ( K
TA > b

IDU) . T, L)

2

U
my=eg (T+1)

A
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Though there is no formal proof that Kerboros is secure against an active adversary, but on a

close look at the fcatures of the Kerbors deduction can be drawn.

As mentioned above, the TA generates K , T, and L in step (b). In step (c), this information along
with ID(V), is enciphered using the Key K, shared by U and TA to form m;. Also K T, L and
ID(U) are encrypted using the key K, shared by TA and V to form m,. Both these encrypted

messages are sent to U.

U can use his key to decrypt m; , and thus obtain K |T jand L. He can verify that the current time
is in the interval of T to T + L He can also check that the session key K has been 1ssued for his

desired communicant V by verifying the information ID(V) decrypted from m,.

Next, U will relay m; to V. As well U will use the new session key K to encrypt T and 1D{U) and

send the resulting message ms to V.

When V receives my and ms from U, he decrypts my to obtain T, K, L and ID(U). Then he uses the
new session key K to decrypt m; and he verifies that T and ID(U), as decrypted from m, and m;,
are the same. This ensures V that the session key encrypted within m; is the same key that was used

to encrypt ms. Then V uses Key to encrypt T + 1, and sends the result back to U as message my.

The message my and m, are used to provide secrecy in the transmission of the session key K. On
the other hand, m; and m, arc used to key confirmation, that is, to enable U and V to convince

each other that they posses the same session key K.



The purpose of the timesiamp T and /ifefime L is to prevent an active adversary from storing eld
messages for retransmission at a later stage (this is called a replay attack) This method warks

because keys are not accepted as valid once asthey have expired.

One of the drawback of Kerboros is that all the user in the network should have synchronised
clocks, since the curreni is used to determine if a given session key is valid or not. In practice , it is

very difficult to provide perfect synchronism, so some amount of variation in time must be allowed.

Kev Exchansge

If one does not want to have on-line key server , then he is forced to use key exchi "¢~ 4 key
agreement protocols to exchange secret keys to keep the flow of information between two
subscribers without any adversary to have access of the key or the information. The first and the

best known key agreement protocol is Diffie-I1ellman Key Fxchange.

Deflie-Hellman Key Exchange:

Let us suppose that p is prime, o is a primitive clement of 7, | and that the value p and o arc
publicly known. Alternatively, they should be chosen by U and communicated to V in the first step

cf the protocol . Diffie-leliman Key Exchange protocol is as follows:
(a) U chooses a, at random, 0<a,<p-2.
(b) U computes o™ mod p and sends it to V.
(c) 'V chooses ayat riidom, 0 <a, <p-2.

(d) 'V computes o™ mod p and send it to U.
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(¢) U computes K= (&™) mod p and
V compntes Koo (™™ mod

au

() Attheend Uand V both will compute the same key: K = oo™ mod p.

This protocol is very ghilar to Diffie-Hellman Key predistribution .The difference is that the
exponents a, and a, of'user U and V are chosen a new each time the protocol is run, instead of
being fixed. Also in this protocol, both U and V are assured of key freshness, since the session kev

depends on both random exponents a, and a,.

The Station-to-station Protocol

Diffei-Hellman Key Exchange is supposed to look like this;

Unfortunately, the protocol is vulnerable to an active adversary who uses an intruder-in-the-middle
attack. An intruder-in-the-middle attack on the Diffie-Hellman Key Exchange protocol works in
the same way. We will intercept messages between U and V and substitute his own messages, as

indicated in the following diagram :

o o
——-__—__’ >
U W v \Y%
oY o

|
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At the end of the protocol, U has actually established the secret key o™ " with W, and V has

a’uav

established a secret key w with W. When U tries to encrypt-a message to send to V, W will be

able to decrypt it but V will not. ( A similar situation hold if V sends a message to 1)

Hence, 1t 1s essential for U and V to make sure that they are exchanging messages with each other
a‘nd not with W. Before exchanging key, U and V might carry out a separate protocol to establish
each other’s identity, for example by using bne of the identification schemes. But this offers no
protection against an intruder - in-the -middlc attack if W simply remains inactive until aficr U and
V have proved their identities to each other. Hence, the key agreement protocol should itsclf

authenticate the participants’ identities at the same time as the key is being established. Such a

protocol will be called authenticated key agreement.

Station-to-station protocol assumes a publicly known prime p and a primitive element «, and it

makes use of certificates.. Each user U will have a signature scheme with verification algorithm ver,

and signing algorithm s7g,.. The TA also has a signature scheme with public verification algorithin
verra. Bach user too has a certificate

C(U) = (ID(U),ver,, sig TA(ID(U), ver,)),
where DU is identification information of U,

The Station-to-Statien protecol (or STS) is as follows:

(a) U chooses random number a,, 0 < a, < p-2.
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(b U computes
o™ mod p
and sends it to V.
(c) V chooses random number a,,0<a. < p-2.
(d) V computes o™ modp, then he computes
K= (™) mod p

and

(¢) Vsends (C(V),a", v to U.
(f) U computes
K=(a")* modp
He verifies y, using ver, and he verifies C(V) using ver 1a.
(g) U computes
Yo=sigu (™, o™)
and he sends (C(U), yu ) to V.
(h) V verifics y, using ver, and he verifics C{U) using ver 1.

The information exchanged in the simplified STS protocol (excluding certificates ) is lustrated as

foliows:
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it

(o8

v

U o™, sig (o, o) \%

&4
<

sigy (0™, o™ R

.et’s see how secure this is against intruder-in-the-middle-attack. As before, W will intercept o™

a’u.

and replace it with o™ W then reccives o, sip( o™,a"" ) from V. He would like to replace o™

with o' " as before. However, this means that he must also replace sig.(a™ 0" ) by sigo{c” ",e™).
Unfortunately for W, he can not compute V’s signature on (o' ¥, o™)since he does not know Vg

signing algorithm sig,. Similarly W is unable of replacing sig,(o™ , o* ") by sig, (&*" , ™) because

he does not know U’s signing algorithm. This is illustrated in the following figure:

au a’u

a 0

.
' d

[
>

U ail \-') .(;‘j!;f\, (aﬂ V, (y‘ﬂll )_ r) ‘V a.’\\” ,S'ig‘\.( ai\\r’ , a(\ ll) \/

<€ %

é'fg\,( aau ,(Xa.\;) ngu( aa’u)az\:’ ) ____?

It 1s the use of signature that thwarts the intruder - in-the -middle attack. The above described
protocol does not provide key confirmation but, same can be incorporated by modifying the

protocol by defining step (d) as
Yo = e (sigy (@™, a™))

and defining
Yu=e (sig (0™, o))

_in step (). The resulting protocol is known as the Statien - to -station protocol.
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MTE Key Aercement Proiocol

Matsumoto, Takashima, and Tmat have constructed several interesting key agreement protocols hy

modifying Difie-Hellman Key Fxchange. These protocols are Known as MTE protocols | do not
require that U and V compute any signature. They are fwo pass protocols since there are only two

separate transmissions of information performed( one from U to V and other from V To U,

The setting for this protocol is same as for Diffie-Hellman Key Predistribution. We assume a
publicly known prime p and a primitive element o.. Each user U has an 1D string, 1D(U), a secret

exponent a, ( 0 < a, < p-2), and a corresponding public value
b= o™ mod p

The TA has a signature scheme with a (public) verification algorithm veryy and a secrei signing

algorithm sigra,

Eac‘h user U have a certificate

C(U) = (ID(U), by sig ta(ID(U) ,by)),

where b, is formed as described above.

The MTI key agreement is as follows:

. (é) U chooses 1, at random, 0 < r,< p-2, and computes
s, = o mod p

(b) VU sends (C (U),s,)t0 V.
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{c) V chooses 1y at random, 0 <r.<p - 2, and computes
se=a modp .

(d) Vsends (C(V),s.)to Ll

(e)ﬁ U computes
K=s"b"modp,

Where he obtains the value b, from C(V): and V computes

K =3," b,” modp,

where he obtains the value of b, from C(U).

At the end both U and V computes the same key
K=o"" "™ modp.

- Looking at the sceurity of the scheme it is pertinent that sccurity of the MTT  protocol against
passive adversary is cxactly the same as the Diffic-Hellman problem. The threat of  active
adversary during an intruder - in- the -middle- attack still appears in absence of any signature
protocol . Indeed, it is possible that W might alter the values that U and V send each other. A

typical scenario that might arise is as follows:

CUy, o Cy, o

CVy , o CV) o™

A
A



In this situaticn, U and V will compute different keys: U will compute

raav +r'vag

K=« mod p,
while V will compute
K - (_X‘l"\l av v au ||]0d /)'

However, neither of the key computation can be carried out by W, since it require knowledge of
secret exponents a, and a,, respectively. so even though U and V have computed o flire:: keys,
which are of no use te *hem | neither of those keys can be computed by W{assuming the problem of
the Discreet Log problem). Hence U and V are assured that the other is the only user in the

network that could compute the key that'they have computed. This property is also called implicis

key authentication.
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Conclusion

The study of cipher system is one of the most rapidly expanding modern sciences. The revolution in
microchip technology has resulted in increasing use of electronic means of data communication and
a corresponding need for security in the transmission network. The encryption system becomcs
debited to the development of electronics ,because of which the requirement of the cryptology has

increased a many fold during last few years across the globe, other than the military requirement.

Another consequence of these recent developments is that the cost of cipher system has been
sustainable reduced. This in turn, implies that the encryption devices are open to the man oun the
street apart from the government official use. As the number of cipher system increase, it is also

necessary to develop new techniques.

In cryptography it is not enough to merely to decide over a good algorithm only. or the properties
of the transmission medium are adequate, or the way the user want to employ the system is
reasonable; the system is not complete unless we consider every aspect of the system or system as a
whole. If a single detail changes the designer may need to change the whole system. While
designing a cryptology system oné has to take a look from not only the encipherer’s decrypter’s
angle but also from the view of the passive and active adversary also to ensure that his system is

guarded against any interception at least during the time the information should remain concealed.
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