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ABSTRACT 

Document clustering has been investigated for use in a number of different areas of text 

mining and information retrieval (IR). It has gained more importance for web based data. 

In addition to increasing precision or recall in retrieval system, recently it has been 

proposed for use in browsing a collection of documents or in organizing results returned by 

search engine in response to user's query. This dissertation addresses the issue of 

document clustering. 

Text documents can not be clustered as such instead they have to be represented using 

some model. Based on this model similarity measure and hence clustering method is 

selected. The purpose of this dissertation is to address the issue of document clustering 

using Vector space model (VSM). 

In this work we first explain the representation of documents in vector space model. Then 

we have tried to identify, analyze and compare various similarity measures that have been 

used to find similarity between documents. We have made a survey of various clustering 

algorithm that have been used for clustering documents. Further we have performed some 

experiments based on our study to see empirically effect of various similarity measures on 

document clustering. 
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Chapter 1 

Introduction 

Ever since the advent of computer systems and in particular the Internet the amount 

of information at our disposal has been increasing exponentially. This phenomenal 

growth in data is not always a blessing: the more information is available, the 

more difficult it becomes to find one's way to the particular piece of 

information of interest. As a consequence investigations into old and new 

techniques for dealing with the extraordinary flood of data remain topical for 

information science. Document Clustering is one of the important techniques in this 

direction, which groups the documents based on their content so as to reduce the 

search space as well as increase search efficiency [ 6, 20]. 

Clustering has a rich and independent history of its own. Clustering is an 

unsupervised method where the labels of classes are not known a priori; instead the 

classification depends on similarity between data sets. Relatively recently it has 

acquired its new application in the field of Information Retrieval [29]. Clustering is 

used here to divide large unstructured document corpora into groups of more or 

less closely related documents. The clusters can then be used as a well-arranged 

interface to a potential1y huge and overwhelming number of documents, allowing a 

prospective user to home in quickly on his specific requirements [29]. 

Most cluster methods do not work directly with text of documents. Instead 

documents have to be represented into some model. On the basis of model they 

may use a matrix of similarity computations between all pairs of documents or 

compute similarities between documents as needed to build clusters. These 

similarity computations are one of the most computation-intensive parts of the 

clustering process. Even for small collection of few hundred documents, the 

number of similarity computations is in thousands. Matrix methods begin with a 

precomputed set of all pairs of similarities [ 6]. Alternate cluster methods attempt to 

minimize number of computations needed by computing similarities as needed. 

Therefore document clustering consists of two fundamental stages: the 
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transformation of documents as linear strings of words into suitable data 

structures/models and the algorithmic grouping of these representations based on 

some similarity measure. 

Various models have been proposed for retrieving textual information. Three 

classical models being: Boolean, Vector, Probabilistic models [29]. In the Boolean 

model, documents and queries are represented as set of index terms. Thus, this 

model is set theoretic. In the vector model, documents and queries are represented 

as vector in an n-dimensional space. Thus this model is algebraic. In the 

probabilistic model, the frame work for modeling document and query 

representation is based on probability theory. Thus, this model is probabilistic [29]. 

Vector space model is the most popularly used model despite its curse for 

dimensionality. The theoretical foundation of search engines is the vector space 

model. Vector Space model is very flexible since each term can be individually 

weighted, allowing that term to become more or less important within a document or 

entire document collections as a whole. By applying the different similarity 

measure to compare queries to term and documents properties of the document 

collection can be emphasizes or deemphasized [6]. 

As clustering depends on similarity between data sets, the basic question is what 

similarity is? In this case, the similarity is distance or closeness between two 

vectors. For this different similarity measures have been defined. Some of the 

important measures are: Euclidian distance, dot product, cosine, Jaccard coefficient 

etc. 

•!• Scope of Dissertation: 

My work is divided in three parts: 

• I have tried to identify and compare various similarity measures that have been 

used to cluster text documents in vector space model. 

• I have tried to study and analyze various clustering algorithms that have been used 

for text docliment clustering. 

• Finally I have done some experiments on document clustering to see the effect of 

various similarity measures. 
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In this chapter we discuss briefly about Vector space model in Section 1.2, 

similarity determination in section 1.3, document clustering in section 1.4 and 

cluster quality in section 1.5. 

1.1 Vector Space Model 

Vector space is basic object oflinear algebra. It is a collection of objects. It is called 

linear space also. Vector space model (VSM) is the collection vector spaces [6]. 

The vector space model is used here for document representation. It involves 

constructing a vector which represents terms in the document. In the vector space 

model, a document is conceptually represented by a vector of key words extracted 

from the documents with associated weights representing the importance of the key 

words in the documents and within the whole document collection [6]. Likewise a 

query (vector) is model is a list of key words with associated weights representing 

the importance of the key word in the query. The weight of a term in a document 

vector can be determined in many ways. Once the terms weight are determined a 

similarity measure can compare similarity between query and document. Based on 

the similarity score, a ranking function can return the ranked list of relevant 

documents. 

In the vector space model each document is considered to be a vector. To un.derstand 

the representation of documents in vector space model consider the following 

definitions: 

• ' n'= number of distinct terms. 

The 'orthogonal' terms form a vector with dimensions 'n'. 

'n' term means ann-dimensional vector will be formed. 

tt;i = number of occurrences of term ti in document D;. 

dfj =number of documents that contain term tj. 

idfj log(d~j) where d is total number of documents [inverse document 

frequency of term ti] [6]. 

• Each term, tj, in document Di is given a real-valued weight, W;j as follows : 

Wij =] tfij X idfj 

The weight W;j for a term tj in document Di is the combination of the term frequency 

(tf) and inverse term frequency (idf). 

-3-



• Further each document Di is represented as collection of term weights Di = (WiJ. Wjz, 

Win). 

• Queries are treated like documents. 

There can be two ways of viewing vector space model for given document set. One 

is document vector space (each document is represented by weights oftenns), other 

is term document space (each term is represented as the weight of terms in each 

document also called inverted index). 

Let now explain the vector space model by an example. In this example we 

explain representation of the documents in vector space model and fonnation of 

similarity matrix with the explanation of tenn frequency, inverse term frequency and 

term weight calculation. 

There are three documents and one query. 

D, : " Computer Science And Engineering". 

Dz : "Computer Science And System Science". 

D3 : "Infonnation Technology". 

Q: "Science And Technology". 

The number of documents n = 3, 

If the term appears in only one of the three documents, its idf is log (d~j) =log <i> 

=0.477. 

Similarly if a term appears in two documents then idf is log (~) = 0.176 and if a 
2 

term appear in the three document then idf is log <i> = 0. 

Arranging the terms alphabetically inverse term frequency of each term (t) in the 

documents is given 

idfi (And)= 0.176 7 t,, 

idfi (Computer)= 0.176 -7 t2, 

idjj (Engineering) = 0.477 7 t3, 

idf4 (Information)= 0.477 -7 t4, 

idfs(Science) = 0.176 7t5, 

idf6 (System) = 0.477 -7 t6, 

id/J (Technology)= 0.477 -7 t7, 
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The terms frequency (tf) in the documents is given, 

Docid tfu tfij thj t/4j tfsj tj(,j thj 

Dt 1 1 1 0 1 0 0 

D2 1 1 0 0 2 1 0 

D3 0 0 0 1 0 0 1 

Q 1 0 0 0 1 0 1 

Table 1.1: Term Frequency matrix for documents and query. 

The weight for term i in vector j is computed as the Wij = itfi x tfij. 

The document vector is constructed .There are seven terms. The seven dimension 

vector is constructed. The alphabetical order of terms is considered the document 

vector. 

Doc Wtj W2j WJj W4j Wsj W6j W7j 

id I 

Dt 0.176 0.176 0.477 0 0.176 0 0 

D2 0.176 0.176 0 0 0.352 0.477 0 

D3 0 0 0 0.477 0 0 0.477 

Q 0.176 0 0 0 0.176 0 0.477 

Table 1.2: Weights of terms in Vector space model. 

If we consider the above matrix row wise we get representation in document term 

vector space , whereas if we consider the matrix column wise we get 

representation in term document vector space. The selection of one of the 

representation depends on the need of the required application. For example for 
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matching of query and documents term document vector space representation is 

preferred as it is easy to find similarity between query and documents based on 

terms. Instead if consider document clustering application then document space 

representation will be preferred as it will be easier to find similarity between the 

documents. 

1.1.1. Preprocessing 

In specific document some words carry more meaning than others. Usually noun 

words are the ones which are most representative of document content. Therefore it 

is usually considered worthwhile to preprocess the text of the documents in the 

collection to determine the terms to be used as index terms. The preprocessing of the 

documents in the collection might be viewed as a process of controlling the size of 

the vocabulary along with ignoring non discriminating words [20]. It is expected 

that the use of a controlled vocabulary also leads to an improvement in retrieval 

performance. 

Document preprocessing is a procedure which can be divided mainly in to five text 

operations or transformation. 

• Lexical analysis of the text with the objective of treating digits, hyphens, 

punctuation marks, and the case ofletters. 

• Elimination of stop words with the objective of filtering out words with very low 

discrimination values for retrieval purpose. 

• Stemming of the remaining words with the objective of removing affixes(i.e. 

prefixes and suffixes) and allowing the retrieval of documents containing syntactic 

variations of query terms (e.g. connect, connecting, connected, connection etc will 

be stemmed to give single word connect). 

• Selecting of index terms to determine which words/stems or groups of words will be 

used as an indexing element. In fact noun words frequently carry more semantics 

than adjectives, adverbs, and verbs. 

• Construction of term categorization structures such as a thesaurus. 
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1.2 Similarity Determination 

The vector space models, by basing their rankings on similarity measure between 

the query and terms or documents in the space, are able to automatically guide the 

user to documents that might be more conceptually similar and of greater use than 

other documents [6]. 

The similarity measures that are accurate and provide good retrieval performance 

are more used by the search engines. The traditional method for determining 

closeness (similarity) of two vectors is to use the size of the angle between them. 

This angle is computed by the use of the inner product. However, it is not necessary 

to use the actual angle. Several different means of comparing a query vector Q with 

a document vector Di and finding out the Similarity Coefficient (SC) have been 

implemented. Before discussing similarity measure let us define some variables 

used. 

Wu 

Fig. 1.1: Two Documents with Two Dimensions [20]. 

t : Number of terms in vector space. 

Wpj : Weight of the termj in the document p. 

Wqj : Weight of termj the document q. 

The representation is shown graphically in Fig. 1.1. Here we have considered two 

documents with two dimensions corresponding to two terms t1 and t2. 
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Based on the above definitions now we discuss some of the important similarity 

measures used with VSM. 

• Inner Product or Dot Product 

Simply Dot product of two vectors Dp and Dq calculated as: 

sc (Dp, Dq) = IJ=l Wqj X Wpj 

Measures how many terms are matched but don't measure how many terms are not 

matched [6, 20]. 

This similarity measure is not normalized and favors long documents with large 

number of unique terms. 

The dot product can easily be explained by considering the previous example that is 

discussed in 1.1 section. The three documents are there D1, D2, D3, and query 

document Q. The similarity of each document is calculated with the query relevance 

rank is decided on the basis of similarity. 

The similarity: 

SC {Q,Dt) = (0.176)(0.176) + (0)(0.176) + (0)(0.477) + ((0)(0) + (0.176)(0. I 76) + 

(0)(0) + (0.477)(0) = 2x(0.176i -= 0.062. 

SC (Q, D2) = (0.176)(0.176) + (0)(0.176) + (0)(0) + (0)(0) + (0.176)(0.352) + 

(0)(0.477) + (0.477)(0) = (0.176i + (.176)(.352) -= 0.0928. 

Similarly 

SC (Q, D3) = (0.477)(0.477) = (0.477i = 0.228. 

Hence the ranking of the documents will be D1, D2, and D3. 

• Cosine Measure 

The cosine measure gives the cosine of the angle between the query and document 

vector. It is the most commonly used similarity measure [ 6]. It divides the dot 

product by the length of the document vector. 

r}=t wqj xwpj 
SC (Dv, Dq) - --r====----

jrJ=1 (wqj)Z 1:J=1 (wpj)Z 

The cosine measure provides a similarity measure between 0 and I. The cosine 

measure captures a scale invariant understanding of similarity. Also, a stronger 
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property is that it does not depend on the length of the documents (as every keyword 

vector is normalized). This allows documents with the same composition, but 

different totals to be treated identically. These properties make Cosine the most 

popular similarity measure for text documents [6]. 

The denominator in this equation, called the normalization factor, discards the effect 

of document lengths on document scores. Thus, a document containing { x, y, z} will 

have the same score as another document containing {x, x, y, y, z, z} because these 

two document vectors have the same unit. 

• Dice Coefficient 

Dice coefficient is defined as twice the number of terms common to compared 

entities divided by the total number of terms in both tested entities. 

Dice Coefficient= (2* Common Terms) I (Number of terms in String!+ Number of 

terms in String2) 

2 LJ=l wpj xwqj 

The coefficient result of I indicates identical vector where as a 0 equals orthogonal 

vectors. 

• Jaccard Coefficient 

Jaccard similarity uses world sets from the comparison instances to evaluate 

similarity. 

It measures the degree of overlap between two sets. The Jaccard similarity penalizes 

a small number of shared entries (as apportion of all non-zero entries) more than the 

Dice Coefficient. 

• Matching Coefficient 

The Matching Coefficient is a very simple vector based approach which simply 

counts the number of terms (Dimensions), on which both vectors are non zero. So 

for vector set X and set Y: · 

Matching Coefficient = IX&YI 
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This can be seen as the vector based count of referent terms. This is similar to the 

vector version of the simple hamming distance although position is not taken into 

account. 

• Euclidean Distance 

This measure finds the dissimilarity or the distance measure between any two 

documents. The direct Euclidean distance between the vector inputs is measured as: 

It is called L2 Distance measure also. This approach again works in vector space 

similar to the matching coefficient and the dice coefficient, however the similarity 

measure is not judged from the angle as in cosine rule [6]. 

It has been observed that cosine is the most popularly used Euclidean is not 

preferred as a similarity measure for comparing documents. 

1.3 Document Clustering 

Clustering is generally described as the task of segmenting a heterogeneous 

population into a set of homogeneous subgroups [20, 22]. Clustering approaches are 

commonly used for segmentation. Clustering algorithms allow entities described by 

a large number of attributes to be partitioned into a few distinct groups or 

"segments". 

Clustering segments the population into classes on the basis of the similarity 

between the class members. It also produces a high level description of the 

population applying distance measures between its elements. Document clustering 

has been investigated as process for improving document search or organization, 

information retrieval and automatic key extraction [7]. 
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Block Diagram of document clustering: The document clustering can easily be 

explained by the block diagram. The diagram explains the steps included in the 

document clustering. 

Feature 

Extraction 

Clustering 

Clustered 

Documents 

Applications 

Determining the clustering 

Parameters 

Cluster Structure 

. Nonhierarchical 

. Hierarchical 

Halting Criteria 

. Number of desired 

Cluster 

. Number of iteration 

Fig. 1.2: Block diagram of document clustering. 
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Example of document clustering: 
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Fig. 1.3: Screens shot of yahoo and Vivisimo search Engine for the query of"star". 

-12-



To appreciate the role of clustering let us consider a practical example from results 

of two popular search engines. Here there are two search engines yahoo and 

vivisimo as shown in Fig. 1.3. The query is "star''. The yahoo search engine gives 

single results related to the star query. Vivisimo search engine gives clustered result 

with the different meanings of query giving different clusters. The results in 

vivisimo are grouped according the meaning of the query. As the "star" query have 

different meaning, with each meaning it has different cluster. The user may select 

the most relevant cluster. The vivisimo initially shows 225 documents (results) 

related to star and categorized according the different meaning of star and forms 10 

clusters. As can be seen easily it is difficult to find the relevant documents in yahoo 

search engine result, in comparison the vivisimo search engine. Thus we have seen 

how clustering reduce the search speed as well as increase efficiency. 

1.4 The Measure of Cluster Quality 

The goodness and cluster quality can be decided by the two measures, internal 

quality measure and external quality measure. To compare the different set of 

clusters without any external information is known as internal quality measure, like 
• 

"over all similarity" measure [1, 22]. External measure allows us to evaluate how 

well clustering is working by comparing groups produced by clustering techniques 

to known classes. Popular external measures are: entropy and F-measure. 

• Entropy: It is an external measure. It measures the "goodness" for un-nested 

cluster. The cluster contains the single data point, the best entropy obtained. Here 

the class distribution of the data is calculated first, by using this class distribution the 

entropy of each cluster is calculated. The entropy of cluster j : 

Ej = - Lj Pij log(pij) 

Where pij is the probability that a member of cluster j belongs to class i. 

The total entropy for a set of cluster is calculated as the sum of the entropies of each 

cluster weighted by the size of each clusters: 

E = "'J?l njxEj 
cs L..J=l n 

Where ni is the size of cluster j, m is the number of clusters and n is the total number 

of data points. 

• Overall Similarity: When the class level infoimation is not available, the 

cohesiveness of cluster can be used as a measure of cluster similarity .• The 
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cohesiveness of the cluster is measure by the weighted similarity of the internal 

cluster similarity [21]. As 

1~1 2 l.:,e:s Cosine (d', d)= 1~1 LdES d • 1~1 LdES d = c.c llcll2 

• F-measure: It measures the effectiveness of the cluster. It is join venture of recall 

and precision. For f-measure the recall and precision are calculated of the cluster for 

a class. Then fmd out the f-measure of the cluster. The F-measure of cluster j and 

class I is the given by: 

F(i, j) = (2* Recall(I, j)* precision( I, j)) I ((precision( I, j) +Recall( I, j)) 

For entire hierarchical clustering the F measure of any class is the maximum value it 

attains at any node in the tree. An overall value for the F measure is computed by 

taking the weighted average of all values for the F measure as given by the 

following. 

F = Li ni max {F(I, j)} 
n 

Where max is taken over all clusters at all levels, and n is the number of documents. 
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Chapter 2 

Approaches of Document Clustering 

One of the main purposes of clustering documents is to quickly locate relevant 

documents. In an ordered collection, the end user must scan individual documents 

for relevance. For large collections this is time consuming and tedious. When a 

collection is organized into clusters it is easier to search a smaller set of clusters for 

relevance. After a relevant cluster has been identified, all its member documents are 

likely to be relevant as well. 

Document clustering has been investigated for use in a number of different areas of 

text mining and information retrieval. Initially, ·document clustering was 

investigated for improving the precision or recall in information retrieval system and 

as an efficient way of fmding the nearest neighbors of document .More recently, 

clustering has been proposed for use in browsing a collection of documents or in 

organizing the results returned by a search engine in response to a user's query [23, 

25]. Document clustering has also been used to automatically generating 

hierarchical clusters of documents. 

Documents are identified by i~ keywords. A keyword may be found in one or more 

documents. In Keyword based clustering a cluster of documents share a set of 

keywords that co-occur in document text [7]. Documents in a cluster may possibly 

be related to a common topic and are represented by a sequence of keywords and 

their associated weights. 

When a document is modeled using document-term frequency matrix representation 

or its variants (as in VSM) the relative ordering of words in text gets lost. Thereby 

syntactic information of formation of text, such as grammar for sentence structure 

also disappears. In spite of this, the term frequency modeling has been found to be 

very effective in text or document retrieval such as query processing, clustering 

document analysis etc [ 4, 20]. 

Once a document is represented in document-term frequency matrix model it can be 

represented in vector space. We can apply a vector based similarity measure such as 
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dot product, cosine, Euclidean, Jaccard coefficient etc. to find similarity of two 

documents. Document can then be clustered based on these similarity measures. 

When we use VSM the dimensionality of vector space is equal to number of unique 

keywords in document set. Thus the dimensionality of representation is very large 

[6]. By using preprocessing techniques such as stemming and stop word removal 

dimensionality is reduced to a certain extent. Further Latent Semantic Indexing can 

also base to decrease dimensionality. 

Many of the traditional clustering algorithms such as K-means, Hierarchical 

agglomerative clustering methods have been used for document clustering. However 

the algorithms defined for working on large data sets may give better results [1, 22, 

30]. The approaches which use clustering based on phrases rather than words 

generally give better results [12]. Further machine learning techniques can be used 

to develop efficient document clustering algorithms [35]. In this chapter we firstly 

explain the working of traditional clustering algorithms and discuss there application 

for document clustering. In later sections we discuss some other methods that have 

been applied for document clustering. 

2.1 Traditional Clustering Approaches 

Document clustering was initially used to improve information retrieval 

performance. The documents retrieved by IR systems were grouped based on 

similarity between documents [3]. In the coming subsection we discuss Partitional 

clustering algorithms specifically K-means and Bisecting K-means algorithm and its 

application in document clustering. 

2.1.1 Partitional Clustering algorithms 

Partitioning algorithms had been popular clustering algorithms long before the 

emergence of data mining. Given a set D of n objects in a d-dimensional space and 

an input parameter k, a partitioning algorithm organizes the objects into k clusters 

such that the total deviation of each object from its cluster center or from a cluster 

distribution is minimized. The deviation of an object from the cluster center is 

commonly computed using a similarity function. There are many partitioning 

methods such as k-mean algorithm [ 1, 6, 19, 34, 35], Bisecting k-means, EM 
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(Expectation Maximization) [35] algorithm [28], PAM (Partition around Medoid, k­

medoid) algorithm [19], CLARA [19], CLARANS [34] etc. 

The partitioning algorithms generally start with an initial partition of the data set and 

then uses an iterative control strategy to optimize an objective function. Each cluster 

is represented by the center of gravity of the cluster (k-mean algorithms) or by one 

of the objects of the cluster located near its center (k-medoid algorithms) [6, 26, 34, 

35]. Partitioning algorithms use a two-step procedure. First, determine k 

representatives minimizing the objective function. Second assign each object to the 

cluster with its representative "closest" to the considered object. The second step 

implies that a partition is equivalent to a Voronoi diagram and each cluster is 

contained in one of the Voronoi cells [3]. Thus the shape of all clusters found by a 

partitioning algorithm is convex which is very restrictive. Partitions can be found 

two ways. The process can start with each document of its own grouped together 

until the number of partitions is suitable, this is called bottom-up clustering [1, 5, 9, 

22]. A process where the number of portions is assigned prior, that is called top­

down clustering. This is an iterative process the repeats until the defined terminating 

condition is true. 

2.1.1.1 K-Means Clustering Algorithm 

K-means is partitional clustering algorithm. It classifies a given data set into k 

number of cluste~s, fixed initially. Where k is a positive integer number during each 

partition, the centroids or means of clusters are computed [35]. The steps and flow 

chart of basic k-means clustering algorithm for finding k clusters are as follows. 

1. Select k points as the initial centroids. Called Ci 

2. Assign all points Xk to the cluster that has the closest centroid Ui. 

3. Recalculate the centroid of each cluster using 

C· = LXiEUi Xk 
• n 

Where n is the number of objects in cluster Ui . 

4. Repeat step 2 and step 3 until the centroids do not change that is there are no more 

assignments. 
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Calculate Centroid 

Find Distance objects to 

centroid 

Grouping based on 

minimum distance 

Fig. 2.1: Flow Chart of K -means. 

No 

The k-means algorithm is discussed by the numerical example. 

Example: Suppose there are four jobs each object has two attribute feature as 

shown in table. My goal is to cluster these objects into 2 clusters. Let the table 

Object Attribute l(x): weight index Attribute 2(y): ph 

Medicine A 1 1 

Medicine B 2 1 

Medicine C 4 3 

MedicineD 5 4 

Each medicine represents the point with tow attributes (x, y). 

- 18-



The data can be represented in matrix form as follows: 

A B c D 

G 
2 4 

:] 
X 

3 y 

Initial value of centroid, suppose medicine A medicine B as the first centroids C1 

and C2 have the coordinates C1 = (1, 1) and C2 = (2, 1) 

Object centroid distance is calculated by using Euclidean distance. The column in 

the distance matrix represents the objects. First row of the distance matrix show the 

of the each object to the first centroid and second corresponding to second centroid. 

Distance C1 to C (4, 3) 

= J(4 -1)2 + (3- 1)2 = 3.61 

Distance C1 to D (5, 4) 

=Jcs- 1)2 + (4- 1)2 

=5 

Distance C2 to C(4,3) 

=J(4- 2)2 + (3 -1)2 =2.83 

Distance C2 to D (5, 4) 

=J(S-2)2+ (4-1)2 

=4.24 

The distance matrix D0 is given 

Do= [10 1 3.61 5 J Cl = (1, 1) group- I 
0 2.83 4.24 

A B C D C2 = (2, I) group- 2 
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First row of distance matrix gives distance of each element from first cluster, 

whereas second row gives distance of each element from second cluster. 

The object clustering: Assign the group based on the minimum distance. That's by 

Medicine A come in group-1 and B,C.D fall in group-2 . 

group-1 

group- 2 

Iteration-1, determine centroid: Here the three objects fall in group-2, and only in 

one in group-1. 

So centroid C1 remain same but Cz change. The new_C2, 

- ( 2+4+5 1+3+4 ) - _3_ 1 _3_ 

Iteration -2, object centroid distance: The distance matrix formed by the new 

centroid. 

3.61 
0.47 l.B~ C1 ~ (1. I) group- I 

11 8 
Cz = (313) group- 2 

Objects clustering: Assign the group based on minimum distance in distance matrix. 

0 group- I 

0 group-2 

Iteration 3, determine centroids: the new centroid calculated according the previous 

steps. The new centroids are 

c = < 1+2 1+1) = < ~ t) c2 = < 4+5 3+4) = < ~ .: ) 1 
2 

1 
2 2 1 

' 2 1 2 2 1 2 
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Object centroid distances: calculate distance and form distance matrix considering 

the new centroid. 

DI = r o.s o.s 3.20 
~.30 3.54 0. 71 

4.61] 
.71 

3 
C1 = { 2, 1) group -1 

9 7 
Cz= ( 2•2) group- 2 

Object clustering: Assign each object based on the minimum distance. 

0 group-1 

0 1 group-2 

A B C D 

The final result is that G2 
= GI. The cluster (group) in the last iteration is same as 

the first one. Thus K- means reached on the stability. There are rio more iteration is 

needed. The Final grouping: 

Object Attribute 1 (X): Attribute 2 Group 
weight index (Y): ph 

Medicine A 1 1 1 

Medicine B 2 1 1 

Medicine C 4 3 2 

MedicineD 5 4 2 
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Fig( a) Representation of objects 
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Fig(b) After iteration 0 centroid C1 amd C2 
5 
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D 

4 

3.5 
c 

3 

-= 2.5 =-

2 
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Fig(c) After iteration 1 centroid C1 C2 
5 

4.5 

D 
4 0 

3.5 

c 
3 ·~ 

C2 
0 

~ 2.5 

2 

1.5 

j1· 8 
0 

0.5 

0 
0 2 3 4 5 6 

Weight Index 

Fig(d) After iteration 2 centroid C1 C2 
5 

4.5 

4 0 

. 3.5 
C2 
0 

3 

-& 2.5 

2 

1.5 

0.5 

QL-------~------~------~--------L-------~------~ 
0 2 3 

Weight Index 
4 5 6 

The graphical representation of the k-mean clustering algorithm is show in the above 

graph. The graph based on the above example. 

This method can easily be applied for document clustering. Consider following 

documents: 
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D 1 : Computer Science. 

D2 : Life Science. 

D3 : Computer Science and Communication Science. 

D4 : Computer and Computer Network. 

Now if the documents are to be clustered. The attributes can be considered as 

frequency ofword (or it's variant). Thus we can have following table: 

Doc Computer Science Life Communication Network 

Dl 1 1 0 0 0 

D2 0 1 1 0 0 

D3 I 2 0 1 0 

D4 2 0 0 0 1 

Now K means can be applied to cluster the documents as discussed above. 

2.1.1.2 Bisecting K-means Clustering Algorithm 

The basic k-means algorithm can be enhanced. One way of enhancing it is using 
I 

Bisecting K means [22]. The working procedure of this algorithm is following steps. 

• Pick a cluster to split. 

• Find the two sub cluster using the basic k-means algorithm.--~ Bisecting step 

• Repeat step 2, for ITER times and take the split that produces the clustering with the 

highest overall similarity. 

• Repeat step 1, 2 and 3 until the desired number of clusters is reached. 

For choose the splitting cluster there are many ways. But here, some methods are 

given. Like the largest cluster, or size and overall similarity [1, 22]. 

The bisecting k-means algorithm can produce both type clustering like un-nested or 

hierarchical clustering. Un-nested clusters are refined using basic k-means. But 

nested clusters are not refined. The time complexity of bisecting K-means algorithm 

is linear in the number of document [I, I I, 22, 26]. If the number of cluster is large 
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and refmement is not used, then bisecting k-means is more efficient then the regular 

k-means algorithm. (In this case, there is no need to compare every point to every 

cluster centroid since to bisect a cluster we just consider the points in cluster and 

their distance to two centroids). 

2.1.2 Hierarchical 

Hierarchical algorithms create a hierarchical decomposition of the dataset D. The 

hierarchical decomposition is represented by a dendogram, a tree that iteratively 

splits dataset into smaller subsets until each subset consists of only one object [1, 5, 

9, 22]. In such a hierarchy each node of the tree represents a cluster of D. The 

dendogram can either be created from the leaves up to the root (agglomerative 

approach) or from the root down to the leaves (divisive approach) by merging or 

dividing clusters at each step. In contrast to partitioning algorithms, hierarchical 

algorithms do not require k as an input [1, 22]. However, a termination condition is 

necessary for controlling the termination of merger or division. One example of a 

termination condition in the agglomerative approach is the critical distance dmin 

between all the clusters of D. The basic steps used in agglomerative hierarchical 

clustering algorithm as follow: 

1. Compare the similarity between all pairs of clusters (calculate a similarity matrix 

and find the similarity (distance) between two cluster). 

2. Merge the closest two clusters. 

3. Update the similarity matrix to show the pair wise similarity between the new 

cluster and previous cluster. 

4. Repeat the steps 2 and 3 until only a single cluster formed or there is a critical 

distance dmin between all the clusters of D .. 

The main problem with hierarchical clustering algorithms so for has been the 

difficulty of deriving appropriate parameters for the termination condition, e.g. a 

value of dm;n which is small enough to separate all "natural" clusters and, at the same 

time large enough such that no cluster is split into two parts. Ejcluster [5,22] 

hierarchical algorithm presented in the area of signal processing automatically 

derives a termination condition. Ejcluster follows the divisive approach. 

Experiments show that it is very effective in discovering non-convex clusters. 
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However, the computational cost of Ejcluster is O(n2
) due to the distance calculation 

for each pair of points [14]. This is acceptable for applications such as character 

recognition with moderate values for n, but it is prohibitive for applications on large 

dataset. 

Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) [2, 6] has 

the complexity O(n) using a hierarchical data structure called CF-tree for multiphase 

clustering. In BIRCH, a single scan of the dataset yields a good clustering and one 

or more additional scans can be used to improve the quality of cluster further. 

However, it handles only numerical data and it is order-sensitive. Also, BIRCH does 

not perform well when the clusters do not have uniform size and shape since it uses 

only the centroid of a cluster when redistributing the data points in the fmal phase. 

Clustering Using Representatives (CURE) [6, 38] employs a combination of random 

sampling and partitioning to handle large databases. It identifies clusters having non­

spherical shapes and wide variances in size by representing each cluster by multiple 

points. The representative points of a cluster are generated by selecting well­

scattered points from the cluster and shrinking them toward the centre of the cluster 

by a specified fraction. However, CURE is sensitive to some parameters such as the 

number of representative points, the shrink factor used for handling outliers, number 

of partitions. Thus, the quality of clustering results depends on the selection of these 

parameters. 

RObust Clustering using linKs (ROCK) [5, 6, 9] is a representative hierarchical 

clustering algorithm for categorical data. It introduces a novel concept called "link" 

in order to measure the similarity/proximity between a pair of data points. Thus, the 

ROCK clustering method extends to non-metric similarity measures that are relevant 

to categorical data sets. It also exhibits good scalability properties in comparison 

with the traditional algorithms employing techniques of random sampling [38]. 

Moreover, it seems to handle successfully data sets with significant differences in 

the sizes of clusters. 

Example of Document Clustering: 

Consider the collection of seven documents in table. We can arrange this small 

collection of documents in a dendogram. At the lowest level on the y- axis 
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documents are paired with the most similar documents in the collection. Tree is 

built by collapsing nodes in decreasing order of similarity [20]. 

The highest similarity is between documents D3 and D4. If we combine the 

documents D3 and D4 in to a composite document, then the next highest similarity is 

between D6 and D7. This process continues till all the documents are absorbed into a 

single composite document. 

No Text 

D1 Human machine interface for computer applications 

D2 A survey of user opinion of computer system response time 

D3 The EPS user interface management system 

D4 System and human system engineering testing of ESP 

Ds The generation of random, binary and order tree 

D6 The intersection graph of paths in trees 

D1 Graph minors: survey 

Table2.1: A Sample Collection of seven Documents [20] 

&9tot:J4. 

0.1 -f- I 

0.2 -f-

f-

~ 
--

s~ t.\ 'ii'L 
_.. 

Fig.2.2: A Dendogram for a collection of seven documents [20] 
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2.2 Approaches For Clustering Large Data Sets 

As we have observed the main problem regarding VSM, it is the large dimension 

therefore approaches for clustering large data set may work effectively for VSM. 

Kauftnan and Rousseeuw in 1990 proposed CLARA (Clustering LARge 

Applications) which relies on sampling to handle large data sets. CLARA draws a 

sample in random from the data set, applies PAM (Partitioning Around Medoids) to 

the sample, and finds the medoid of the sample [7, 28, 34, 35]. The quality of 

clustering at this stage is measured based on the average dissimilarity of all objects 

in the entire data set, and not only of those objects in the samples. According the 

experiment reported in [2, 35] indicates that CLARA is more efficient than PAM. 

The main disadvantage of the CLARA is that, one can't find the best clustering if 

the any. sampled medoid is not among the best k medoids. 

Ng & Han proposed a partitioning algorithm for spatial databases called CLARANS 

(Clustering Large Applications based on RANdomized Search) [6, 7, 34]. It is an 

improved k-medoid method with improved effectiveness and efficiencies. Ng & Han 

have also discussed methods to determine the "natural" number of clusters k. 

CLARANS assumes that all objects to be clustered can reside in main memory at the 

same time which does not hold for large databases. Furthermore, the run time of 

CLARANS is prohibitive on large databases. 

2.3 Phrase Based Clustering 

The document clustering may not only be based on single word analysis. It may 

include phrases. Phrase is the collection of consecutive words that co-occur in a 

group such as web mining, artificial intelligence. The phrases and their weights are 

important for document clustering. The phrase matching is done to determine the 

similarity between documents based on phrase rather then on single word. In other 

words the similarity calculation between documents is based on a combination of 

single-term similarity and phrase based similarity [12]. Similarity based on matching 

phrases between documents, has proven to have a more significant effect on the 

clustering quality due to its insensitivity to noisy terms that could lead to incorrect 

similarity measure. 
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The phrase based document clustering approach is generally based on suffix tree or 

suffix array clustering. This method adopts the "tri" structure to represent, shared 

suffix between documents. The base clusters are identified by the shared suffix that 

is combined in to final cluster based on connected- component graph algorithm [21]. 

Here, high quality cluster is produced due to the pair-wise document similarity 

distribution inside each cluster. Then similarities are maximized in each cluster. The 

clustering approaches which based on the phrased similarity are discussed here. 

2.3.1 Suffix Array 

"A suffix array for a set of string is a lexicographical order of all suffixes of the 

strings. Two sequences have a matching block if they have contiguous segments that 

match exactly. A matching block is maximal for a pair of sequences if the sequences 

differ immediately beyond each point of the block [17, 29]. 

For suffix array some parameters are defined like k specifies the length of the 

shortest matching blocks that the algorithm will detect. A K-clique is the set of all 

sequence that have k length specific matching block. A score of a pair of sequences 

is a numeric measure of their similarity [17, 33). The score of a set of matching is 

the sum of the block length and the score of a pair of sequences to the score of the 

highest scoring consistent set of matching blocks. A consistent set is sub set of 

blocks that are non-overlapping and same order in the sequences [36]. For actual 

clustering the minimal score that will cause two sequences to be clustered together. 

This value referred as clustering threshold. The steps of suffix array algorithm are 

discussed here: 

1. Identify all the matching blocks oflength k: 

a) Construct all suffixes from the data. 

b) Sort the suffixes in to a suffix array. 

c) Group the suffixes that share a prefix oflength at least k into cliques. 

d) Each clique generate the maximal matching blocks between each pair of suffixes in 

the clique. 

2. Score the resulting sequence pairs: 

a) Foe each pair sharing a least one matching block, collect all matching blocks 

between the two sequences. 
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b) Calculate the largest consistent set of matching blocks, and the corresponding 

score for each pair. 

3. Generate the clustering: 

a) Starting with the highest scoring sequence pair and working downward, made 

clusters hierarchically by connecting sequences. 

b) Split the clusters according to the clustering threshold. 

The general data clustering approaches that considered similarities between 

multiple objects in order to detennine whether to join clusters [36]. Single linkage 

clustering is the useful algorithm for clustering of sequence fragments Suffix array 

generation uses a straightforward, left wise radix sort. 

2.3.2 Suffix Tree Clustering 

Suffix Tree Clustering (STC) is a linear clustering algorithm. It is based on 

identifying the phrases that are common to group of documents [25, 8]. The phrase 

is the ordered sequence of word or words. A base cluster is to be a set of documents 

that share a common phrase. The steps in suffix tree clustering are following: 

Stepl. The document -"Cleaning" 

The string of text representation of each document is transformed using a light 

stemming algorithm (deleting word prefixes in suffixes and reducing plural to 

singular). Sentence boundaries are marked and non-word token (such as numbers, 

HTML tags and most punctuations) are striped [25]. The original document string 

kept as well as pointer from the beginning each word in the transformed string to its 

position in the original string is also store. 

Step2. Identifying Base clustering 

The identification of base clusters can be viewed as the creation of an inverted index 

of phrases for our document collection. This is done efficiently using a data stricter 

called a suffix tree. 

A suffix tree of a string S is a compact tri containing all the suffixes of S. We treat 

the documents as string of words, not characters, thus suffixes contain one or more 

whole words. In precise terms: 

1. A suffix tree is a rooted, directed tree. 
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2. Each internal node has at least 2 children. 

3. Each edge is labeled with a non-empty sub string of S. The label of a node in defined 

to be the concatenation of the edge-labels on the path from the root to that node. 

4. No two edges out of the same node can have edge-labels that begin with the same 

word. 

5. For each suffix s ofS, there exists suffix- node whose label equals s. 

The suffix tree of a collection of strings is a compact tri containing all the suffixes of 

all strings in the collection. Each suffix node is marked to designate from which 

string it original form. 

Each cluster assigned a score that is a function of the number of documents its 

contains and the word that make up its phrase. The Score S (B) of base cluster B 

with phrase P is given by: 

S(B) = IBI.F(IpiJ 

Where IBI is the number of documents in the base cluster B, and IPiis the number of 

words in that have non-zero score. 

Step 3. Combining Base Cluster 

The document may share more then one phrase. As a result, the document sets of 

distinct base cluster may overlap and may even be identical. To avoid the 

proliferation of nearly identical cluster, the third step of the algorithm merges base 

clusters with a highest overlap in their documents set. 

Example: Consider a set of strings 

I. "cat ate cheese" 

2. "mouse ate cheese too" 

3. "cat ate mouse too". 
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Fig. 2.3: The Suffix tree of the string" cat ate cheese", "mouse ate cheese too" and 

"cat ate mouse too" (25). 

Node Phrase Document 

a cat ate 1,3 

b ate 1,2,3 

c cheese 1,2 

d mouse 2,3 

e too 2,3 

f ate cheese 1,2 

Table 2.2: Six nodes from the example shown in the fig 2.3 and their corresponding 

base cluster. 
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Phrase: mouse 
Docun1ents:: 2.3 

Phrase: too 
Documents: 2,3 

Phrase: cat ate 
Docutuents: 1 ,3 

Documents: 1 ~2,3 

Phrase: cheese 
Documents: 1,2 

Pht·ase: ate cheese 
Docutuents: 1 ,2 

Fig 2.4: The base cluster graph of the example given fig 2.3 and table 2.2 [25]. 

2.3.3 Advantages of Phrase based clustering 

Similarity measures are widely used in the information retrieval (IR) community. 

One of the applications of the similarity measure methods is to determine the 

similarity among the documents. Most similarity measures do not consider any 

semantic association (such as synonyms, same stem, etc.) among documents [12, 

29]. The inclusion of phrase recognition improves the precision of the retrieval 

process. 

Similarity based on matching phrases between documents is proved to have a more 

significant effect on clustering quality due to its insensitivity to noisy terms that 

could lead to incorrect similarity measure. Phrases are less sensitive to noise when it 

comes to calculating document similarity; this is due to the fact that the probability 

of finding matching phrases in nonrelated documents is low. 

It is clear that the use of phrase in an IR system could have a beneficial effect in 

terms of efficiency as the inclusion of phrases into the indexing and retrieval 

procedures [12]. It can also be used for scoring the similarity between two 

documents according to the matching phrases and their significance. 
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2.4 Genetic algorithm Based Clustering Approach 

Genetic algorithms are a computing paradigm inspired by Darwin's theory of 

evolution. A population of possible solution to a problem is initially created at 

random. Pairs of individuals are used to combine using cross over operation to 

produce offspring for the next generation. A mutation process is also used to 

randomly modify the genetic structure of an individual to produce another individual 

of the next generation. 

Genetic algorithms do not follow an exploration oriented approach; instead they rely 

on the principle of survival of the fittest. A fitness function plays a central role to 

identify 'fit' individual from the population towards producing the solution to the 

problem at hand. Genetic algorithms are applied for a variety of applications, such 

as the discovery of patterns in text, Clustering, Information retrieval (IR) [10, 23]. 

A genetic algorithm-based clustering technique is called GA-clustering. The 

searching capability of genetic algorithms can be exploited in order to search for 

appropriate cluster centers in the feature space such that a similarity metric of the 

resultiug clusters is optimized. The chromosomes, which are represented as strings 

of real numbers, encode the centers of a fixed number of clusters. 

Genetic Algorithm (GA) has proved to be a very powerful mechanism in finding 

good solutions to difficult problems [21]. The flexibility associated with GA is one 

important aspect. With the same genome representation and just by changing the 

fitness function one can have a different algorithm. Fitness functions play important 

role in document clustering as exploratory phase. 

For document clustering GA may minimize the square error of the cluster dispersion 

[21]: 

E = L~ ==1 LxEckllx - mklf 

K being the number of clusters, mk the centre of cluster Ck, which makes it similar 

to the k-means algorithm. 

The genome of each gene represents a data point and defines cluster that it also a 

part of this process. In this scheme all necessary evolution operators are 
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implemented. The major problem in this representation scheme is that it is not 

scalable. It seems to be computationally efficient when the number of data points is 

not too large. 

2.5 Neural Network 

Neural network is a connectionist approach based on the modal of artificial 

perceptron for computing that involves developing mathematical structures with the 

ability to learn. Neural networks are reported to have the ability to derive meaning 

from complicated or imprecise data and are able to extract patterns and detect trends 

that are too complex to be noticed by either humans or other computer techniques 

[6, 35]. A trained neural network is considered analogous to an "expert" of the 

information it has been given to analyze. The expert subsequently is used to provide 

projections given new examples. 

Neural networks have broad applicability to real world problems and have already 

been successfully applied in many domains. Neural networks are investigated to be 

well suited for prediction or forecasting problems or tasks. 

In vector space model neural network can be implemented using three nodes: 

QUERY, TERM and DOCUMENT. The links are QUERY-TERM links and 

DOCUMENT-TERM links. A link between query and term indicates presence of 

term in.query. The weight of query term is ~alculated as tf idf. Similarity a term 

document link with weight tfidfis present for each term present in document [6]. 

For a feed-forward neural network QUERY node is activated by setting its output to 

one. Based on this, input weights for corresponding TERM nodes are obtained. In 

the next phase TERM nodes are activated and all nodes that connect the TERM node 

to a DOCUMENT node are activated. 

The document node contains the sum of all the weight associated with each term in 

the document. 

For a collection oft TERMS, the DOCUMENT node associated with document j 

will now have the value: 

DOCj = If=1 (tfij)(idfj) 
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The DOCUMENT node now has a weight associated with it that measures the 

relevance of document to given query. It can easily to be seen that this weight is 

equivalent to simple dot product similarity coefficient. 

Feed 

Back 
loop 

2.6 Cluster Parameter 

QUERY Layer 

TERM Layer 

DOCUMENT Layer 

Fig. 2.5: Neural network with Feedback. 

For a large document collection, a clustering algorithm may create hundreds of 

clusters in an initial pass. Although the burden on the user has reduced, it is still 

tedious to scan hundreds of clusters [20]. We can specifY controlling parameters for 

the clustering algorithm such as, 

• A minimum and maximum size of clusters 

• A matching threshold value for including documents in a cluster 

• The degree of overlap between clusters 

• A maximum number of clusters 

The maximum and minimum size of clusters forces the clustering algorithm to build 

the cluster of a manageable size. Clusters that are too large may have a multi-topic 
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theme. Without a limit on the maximum size of a cluster, a single large cluster tends 

to attract many documents leading to a diffuse cluster. A minimum cluster size 

makes it worthwhile to examine member of document of a cluster. 

There is a tradeoff between the number of cluster and sizes of clusters. The number 

of clusters increases or decreases according the size of cluster. 

The matching threshold parameter can be tweaked to generate more or fewer 

clusters. It is the minimum degree of similarity between a member and a cluster 

representative [20]. If the threshold high, then fewer documents will be eligible to 

join a cluster and a number of cluster increases. When the threshold is low, clusters 

become large and fewer in number. 

The maximum number of clusters to which a cluster can be assigned is proportional 

to the degree of cluster overlap·. If the cluster overlap is high, cluster may not be 

clearly distinctive, but a low degree of overlap will ensure greater separation 

between clusters. 

2. 7 Cluster Based Search 

The problem of synonymy is diminished in a search engine with a clustered file 

organization. In an inverted file organization, query keywords must exactly match 

word occurrences in text. The clustered file organization matches a keyword against 

asset of cluster representatives. Each· cluster representative consists of the popular 

words used in documents related to a common topic. The end user can provide any 

one of the popular words to retrieve the cluster [20]. 

In a flat clustering organization, we compare a query against the centroids of the 

clusters. A centroid is the average representative of a group of documents built from 

the composite text of all member documents. Cluster based keyword search have a 

higher precision then search with an invert of flle organization. The key word based 

search often fails because the right keyword was not provided in the query. 

Matches are exact, and queries with correct keyword and operators give high­

precision result.. A cluster search is more tolerant and relies on matching a large 

number of centroid keywords against a few query keywords. The likelihood of an 

accurate match is higher in the cluster search. 
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Let consider a single keyword query -"Jaguars"- submitted to a web search engine 

[20]. There are at least three (automobile .a football team and animals) for the set of 

hits returned by a search engine. Presenting the list of hits ordered by cluster makes 

it easy for the reader to quickly spot a group of relevant documents. An ambiguous 

query like "Jaguars" will include non relevant documents in the initial list, but a 

relevant cluster will reveal a set of documents that are likely to be relevant to the 

query. 

2.8 Applications of Clustering Approaches 

Clustering has been gone through because of its wide applicability. The application 

fields like, 

• Optical character recognition, 

• Speech recognition, 

• Web mining, information retrieval, 

• Search engines, and topological analysis 

• Clustering has been investigated as process for improving document search or 

organization, information retrieval and automatic key extraction. It means the 

similar documents will tends to be relevant to the same queries, and automatically 

display the group of such documents can improve recall by effectively broadening a 

search query 

• Encoding/decoding as example applications ofk-means. 

However, a survey of the current literature on the subject the some other practical 

applications, such as "data detection ... for burst-mode optical receiver [s]", and 

recognition of musical genres, which are specialized examples of what Alpaydin 

mentions. 
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Chapter 3 

Proposed Work 

3.1 Motivation 

Document clustering is an important field in text mining. and information retrieval. 

Document clustering concept can help in improving the precision and recall in 

information retrieval system. In other way we can say that it groups the result of a 

search engine in to homogeneous groups according to the users query. This leads to 

reduced search space and improved relevance. The grouping is based on similarity 

between documents. Similarity score between Pair of documents depends on 

similarity measure being used. This motivated us t<? do some experiment on 

document clustering with different similarity measures to have in insight in to 

documents clustering process. 

3.2 Proposed work 

We propose to work on K-means clustering algorithm which is simple yet a 

reasonably efficient clustering method. In order to observe the effect of various 

similarity measures on application of K-means algorithm for document cluster we 

propose to do following experiment. 

In our experiment we will select different (say - n) queries for a standard search 

engine. We will merge the result of all the queries after converting each result 

(HTML document) to text file. After that we will cluster the result in to n clusters 

using k-means (here k = n). Our idea is that the results of same query should have 

same similarities to form homogeneous groups. We ·will experiment with different 

similarity measure used in VSM. Following steps will be followed in conducting the 

experiments. 

Step 1. Prepare the data set on that we are going to apply the clustering approaches. 

• Down load the results for different queries from the search engine. 

• Convert the down loaded data (files) from HTML to Text file. 

• Perform stemming and remove stop words. 

• Merge all text files in to one folder. 
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Step 2. Form the vector space model for text data obtained in previous step 

giving a matrix showing weights of each term in each documents. (The 

weights are assigned on tf* idf measure ) 

Step 3. Use the matrix obtained in step 2 as the data input for clustering process. 

Apply the clustering algorithm (K-means) for that matrix by using the 

different similarity coefficients (Euclidian, Cosine and Dot product 

measure). 

Step 4. Analysis of the result (Compare the results obtained for different similarity 

measures) 

• Compare on the basis of average intra cluster distance 

• Compare the result of different similarity measure coefficient with the 

similarity measure coefficients and actual result. 
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Chapter 4 

Implementation of the proposed work 

The implementation of K -Means clustering algorithm 

On the basis of proposed work we present here results our experiments. Experiments 

were performed in Matlab. 

4.1 First Data set 

We merged the results of four queries from yahoo search engine and tried to cluster 

them using K-means algorithm. Our data set as follows. 

So. Query Number of documents 
No 
I Computer Architecture 4 
2 Data Base 4 
3 Programming 4 
4 Web Mining 4 

Table 4.1: Data set of 16 documents. 

In the above data set we have four queries, each specifYing one cluster thus we h11ve 

four clusters. Top documents of the result obtained formed data set of each cluster. 

The dataset was converted into a matrix of size 16xl539. 

We used K-means with three different similarity measures- Euclidian Distance, 

Cosine and Dot Product to cluster the data set in to four clusters. 
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0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 
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0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 1 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 

1 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 

Columns 1527 throuoh 1539 

0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 1 28 1 0 0 

0 0 0 1 1 3 0 0 0 0 q 
0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 1 

0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 

0 1 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 ~ 0 0 0 

0 0 1 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 

1 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 

Fig. 4.1: Screen shot from Matlab for the matrix size 16Xl539. 

Following results were obtained 

4.1.1 Euclidian Distance measure similarity coefficient 

The data set have the 16 documents. There are four kinds of documents each kind 

has four documents. 
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The result: 

0 0 0 0 0 

0 0 0 0 0 

1 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 
<1539x1 ceR> 

0 0 0 0 
266.2B 0 0 0 0 0 0 0 
1011 0 0 0 0 0 0 0 
<16x1539 double> 0 1 0 0 1 0 
16 0 0 0 0 0 0 0 
15J9 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 

<iDI!x1 celt> 0 0 0 0 0 0 0 0 0 

>> elwseec (x, k) 

1539 

pxclus~ur 

Col~ 1 ehrougb 11 

2 3 
Col1a!GS 15 through 16 

1 1 

xclu~ter 

Col~ 1 t.hrough 11 
2 3 

Col..ns 15 through 16 

1 1 

Fig. 4.2: Screen shot from Matlab for the result ofK- means clustering. 

Columns 1 through 14 

2 3 4 2 2 2 1 1 

Columns 15 through 16 

1 

ans = 266.2836 -~ Average intra cluster distance 

Cluster Number of documents Number of correctly 
classified Document 

Cluster 1 4 3 
Custer2 4 2 
Cluster3 4 1 
Cluster4 4 1 

Table 4.2: Result of data set for Euclidian Distance measure. 
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Eudidian Distance Measure 
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Fig. 4.3: Bar representation of the Result of data set for Euclidian Distance measure. 

4.1.2 Cosine Measure Similarity Coefficient 

X cluster Columns 1 through 14 

.} 2 3 4 2 4 4 2 2 2 3 2 4 4 

Columns 15 through 16 

4 4 

ans = 360.8491 

-44-



4 

4 

4 

pxeluscer 
<16x1539 double> Columns 1 through 14 
16 z 4 4 4 
1539 Column!! 15 t.hrouoh 16 

• 4 1 

xcluseer 
Colura.ns 1 through 14 

1 z 3 4 4 4 

Columns 15 through 16 
4 4 

cluster ~sgi~nts at end 
k 

1539 
pxclusterr 

Col1..1Dl%US 1 through 11: 
1 z 3 4 

Columns 15 through 16 
4 1 

xclustl!r 
Columns 1 through 11: 
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Column.s 15 throuoh 16 
4 4 

an3 -

360.6491 

Fig. 4.4: Screen shot from Matlab for the result ofK- means clustering for Cosine 

measure. 

Cluster Number of documents Number of correctly 
classified Document 

Cluster 1 4 1 
Custer 2 4 2 
Cluster 3 4 2 
Cluster4 4 3 

Table 4.3: Result of Data set for Cosine measure similarity coefficient. 
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Cosine Measure 
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Fig 4.5: Bar representation of the Result of data set for Cosine measure SC. 

There is document in the cluster 1. It matched the only single document. Two 

documents in the cluster 2 and cluster3 also have two documents but the cluster4 

matched the three documents. 

4.1.3 The Dot Product or Inner Product 

The result and table of the dot product given blow. 

Cluster Number of documents Number of correctly 
classified Document 

Cluster 1 4 1 
Custer2 4 3 
Cluster 3 4 2 
Cluster 4 4 2 

Table 4.4: Result of Data set for Dot Product similarity coefficient. 
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Fig 4.6: Bar representation of the Result of data set for Dot Product SC. 

pxcJ.-te.r 
Col~ 1 tbr:OUQ'h 14 

1 z 3 
Colu.n. 15 C..brOU(Jh 16 

• 2 

pxclu.ter:r 

1 tb%-Ougb 14 

2 3 
15 chrouoh 15 

2 

CoJ.-. 1 tb.ro~b 14 
1 2 3 

Col~ 15 through 15 

z 
xcl.u..ter 

Colu.JU~ 1 c.hX.ougb 14 

1 
Col,__ 15 throuc;rn 

• 2 

Fig. 4.7: Screen shot from Matlab for the result ofK- means clustering for Dot 

Product SC. 
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X cluster Columns 1 through 14 

2342222223222 

Columns 15 through 16 

4 2 

ans = 413.4164 

4.2 Second Data set 

We merged the results of six queries from Google search engine and tried to cluster 

them using the K-means clustering algorithm. Our data set as follows: 

Sn. Query Number of Documents 

No. 

1 Computer Network 6 

2 Artificial Intelligence 5 

3 DataBase 5 

4 Operating System 14 

5 Softer ware 12 

6 Web Mining 18 

Table 4.5: Data set of 60 documents. 

In the above data set we have six queries, each specifYing one cluster thus we have 

six clusters. Top documents of the result obtained formed data set of each cluster. 

We used K- means with three different similarity measures- Euclidian Distance, 

Cosine and Dot product to cluster the data set in to six clusters. 

4.2.1 Euclidian Distance Measure Coefficient 

The data set has sixty documents. There are six kinds of documents each kind has 

different number of documents. The results as follows: 

No. of correctly Classifed Document 
The % of correctly classified document = f X I 00 

Total no.o Document in cluster 
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Cluster Number of Number of Correctly % of Correctly 
Documents Classified Documents Classified Document 

Cluster I 6 3 50 
Cluster 2 5 1 20 
Cluster 3 5 4 80 
Cluster 4 14 4 28.5 
Cluster 5 12 2 16.66 
Cluster 6 18 2 11.11 

Table 4.6: Results of Data set for Euclidian Distance measure. 

Eudidian Distance Measure 
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Cluster 1 Cluster 2 Cluster 3 Cluster4 Cluster 5 

Fig. 4.8: Bar Graph representation of the Result of data set for Euclidian distance 

measure. 

xcluster 

Columns 1 through 14 

5 34361445 5333 

Columns 15 through 28 

5 3 4 3 5 5 3 3 6 3 
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Columns 29 through 42 

3 2 4 3 3 I 5 I 3 4 3 4 

Columns 43 through 56 

4 5 2 3 4 4 3 3 2 1 3 3 

Columns 57 through 60 

1 3 3 3 

ans = 1.6114e+003 

4.2.2 Cosine Measure 

Number of Number of Correctly Percentage Correctly 
Cluster Documents Classified Classified Document 

Documents 
Cluster 1 6 3 50 
Cluster 2 5 1 20 
Cluster 3 5 1 20 
Cluster 4 14 5 35.71 
Cluster 5 12 2 16.66 
Cluster 6 18 2 11.11 

Table 4.7: Results of Data set for Cosine measure. 
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Fig. 4.9: Bar Graph representation of the Result of data set for Cosine measure. 
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X cluster 

Columns I through 14 

2 3 4 5 6 3 4 2 2 2 2 

Columns 15 through 28 
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Columns 29 through 42 
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Columns 43 through 56 
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Columns 57 through 60 

2 5 5 
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4.2.3 Dot or Inner Product 

xcluster 

Columns 1 through 14 

2 2 3 2 5 6 2 2 2 2 2 2 2 

Columns 15 through 28 

2 2 2' 2 2 4 2 2 2 2 .2 2 6 2 

Columns 29 through 42 

2 2 2 2 2 2 2 2 2 4 4 2 2 2 

Columns 43 through 56 

2 2 2 2 2 4 2 2 6 2 2 2 2 2 

Columns 57 through 60 

2 2 2 

ans = 2.0515e+003 
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Cluster Number of Number of Correctly % Correctly Classified 
Documents Classified Document 

Documents 
Cluster I 6 I I6.66 
Cluster 2 5 4 80 
Cluster 3 5 I 20 
Cluster 4 I4 1 7.15 
Cluster 5 12 1 8.33 
Cluster 6 18 2 Il.11 

Table 4.8: Results of Data set for Dot Product measure. 

Dot Product 
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"' .. c cu 80 
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v 
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cu Cluster 1 ... Cluster 2 Cluster 3 Cluster4 Cluster 5 Cluster 6 ... 
8 Cluster 

"#. 

Fig. 4.10: Bar Graph representation of the Result of data set for Dot Product 
Measure. 

4.3 Final Results on The Basis of Four Data Sets 

The comparison of different similarity measure coefficients is done on the basis of 

the above results. The following the graph and table clearly explain all these. 
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4.3.1 Euclidian Distance Measure 

Data Sets Number of Number of Correctly % of Correctly 
Documents Classified Classified 
in The Data Sets Documents Document 

Data set I I6 7 43.75 
Data Set 2 30 II 36.66 
Data Set 3 50 13 26 
Data Set 4 60 I6 26.66 

Table 4.9: The Results of Different Data sets for Euclidian Distance Measure . 

.-------------------------------------------------------------~ 

Euclidian Distance Mesure 
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Fig. 4.11: Bar Graph representation of the Results of different data sets for Euclidian 

Distance Measure. 

4.3.2 Cosine Measure 

Data Sets Number of Number of %Correctly 
Documents Correctly Classified 
in The Data Sets Classified Documents 

Documents 
Data set I I6 8 50 
Data Set 2 30 8 26.66 
Data Set 3 50 13 26 
Data Set 4 60 14 23.33 

Table 4.10: The Results of Different Data sets for Cosine measure. 

-53-



-----------------··---·-

Cosine Measure 

100 
"' .. c 
G.l 80 E 
:I 
u 
0 60 c 
"0 
G.l 40 I;: 
·;;; 
"' •• cv 

20 '0 
> 

';:; 
0 u 

G.l ... ... 
0 u Data Set 1 Data Set 2 Data Set 3 Data Set4 

Data Set 
~ 

Fig. 4.12: Graph representation of the Results of different data sets for Cosine 

Measure. 

4.3.3 Dot Product 

Data Sets Number of Number of %Correctly 
Documents Correctly Classified 
in The Data Sets Classified Document 

Documents 
Data set 1 16 8 50 
Data Set 2 30 9 30 
Data Set 3 50 16 32 
Data Set 4 60 10 16.66 

Table.4.11: The Results of Different Data sets for Dot Product. 
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Fig. 4.13: Bar Graph representation of the Results of different data sets for 
Dot product. 
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Chapter 5 

Conclusion 

Document clustering is an emerging area of study and research in the field of text 

mining specifically for returning relevant information from the web. In addition to 

traditional clustering methods document clustering uses techniques from 

multidisciplinary fields such as Information retrieval, Natural language processing 

(NLP), Machining learning etc. in order to gain insight, understand and interpret 

document clustering process. 

Text documents can not be clustered as such instead they have to be represented 

using some model. Based on this model similarity measure and hence clustering · 

method is selected. The purpose of this dissertation is to address the issue of 

document clustering using Vector space model (VSM). 

In this work we first have explained representation of documents in vector space 

model. Then we have tried to identify analyze and compare varies similarity 

measures that have been used to find similarity between documents. We have made 

a survey of various clustering algorithm that have been used for clustering 

documents. Further we have performed some experiments based on our study to see 

empirically effect of various similarity measures on document clustering. 

Due to limitation of time we have done only few experiments. The work can be 

extended by taking the results from different search engines. We have experiments 

only with K-Means algorithm and three similarity measures- Dot Product, Cosine 

Measure, Euclidian Distance Measure. Experiment can be conducted by including 

more similarity measures for the experiment can be performed by considering 

different clustering algorithms and a comparative study of the results can be done. 
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