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Abstract 

The ability of the network elements to apply statistical multiplexing while 

providing a guaranteed quality of service to the users is depending on the statistical 

properties of the ATM traffic streams. Thus it is essential to investigate the 

multiplexing behavior of different ATM traffic streams with respect to the ATM QoS 

parameters cell loss, cell delay and cell delay variation using realistic source models. 

Since compressed video will have a major share in future broadband traffic and the 

MPEG coding algorithm up to now h~s achieved wide popularity, we will concentrate 

on VBR MPEG video data streams. 

The main aim of this dissertation is two fold. First the consequences of the 

usage of LRD traffic streams in discrete event simulations in terms of the necessary 

simulation duration and the convergence to a steady state behavior are investigated. 

Therefore, we will investigate how the convergence rate of the confidence interval 

size of the empirical mean value of discrete stochastic processes depends on the Hurst 

parameter. 

Second, it will be shown that both, the LRD and periodic traffic components 

have a significant impact on the multiplexer performance in terms of the cell loss 

probability and the cell delay but mainly act on different time scales. 

The actually noticeable influence on the Quality of service; that the VBR 

MPEG video data streams perceive, depends on the multiplexer buffer size and the 

stochastic properties of the video data streams at the different time scales. 



1.1 Asynchronous Transfer Mode Overview 

Chapter-1 

Introduction 

Asynchronous Transfer Mode (ATM) is a form of data transmission that allows 

voice, video and data to be sent along the same network, In the past, voice, video and data 

were transferred using separate networks: voice traffic over the phone, video over cable 

networks and data over networks. 

A TM is a cell-based, connection-oriented, switching and multiplexing technology 

designed to be a fast, general-purpose transfer mode for multiple services. A TM is a 

technology-defined by protocol standard created by the ITU-T, ANSI, ETSI and the ATM 

Forum. It is asyn~hronous because cells are not transferred periodically. Cells are given 

time slots on demand. ATM is also intended to be used across LANs and W ANs to 

provide seamless connectivity (i.e. one transfer method will be used for both LANs and 

WANs). 

A+M is a layer in the Broadband Integrated Services Digital Network(B-ISDN). 

B-ISDN is a protocol model similar to the Open Systems Interconnection Reference 

Model (OSIRM) which is the seven layer protocol model used widely in today's networks. 

OSIRM defines data communications in a multiple architecture and vendor environment. 

The three key layers of B-ISDN are the Physical Layer, the ATM Layer and the 

ATM Adaptation Layers ( AALs ).The Physical Layer is responsible for the electrical or 

optical transmission and receipt along the physical media between two devices. The 
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physical layer is responsible for supporting different physical media and different media 

interface rates. The physical layer maps the cells into time-division multiplexed frame 

which are then sent over the physical medium. The ATM layer handles multiplexing and 

switching and maintains the Quality of Service (QoS). It's functions are performed by 

processing the information in the cell header. Each time an ATM connection is made, a 

traffic contract is established between the network and the user. The contract establishes 

the characteristics of the user data. By detenilining the type of data, the network is able to 

allocate a certain amount of resources (bandwidth) to the user to ensure the traffic can be 

supported. The user communicates such details as the average and burst traffic rates and 

the acceptable loss and delay levels. This information is determined by the source of the 
I 

traffic (i.e. database transfer requires a different bandwidth allocation than a video-
' 

conferencing call). These parameters co_mbined are known as the QoS. The ATM layer is 

responsible for mainte!ining the QoS for each connection. The QoS is maintained by such 

functions as flow control, queuing priority and cell loss priority. The ATM Adaptation 
' 

Layers adapt user traffic to a cell format. Data of various types, having different 

characteristics is chopped into 48-byte cells by the AALs. At the receiving end the cells 

are reassembled into the original form by the AAL. Different AALs exist for different 

types of traffic. The AALs are divided into the Convergence Sublayer (CS) and the 

Segmentation and Reassembly (SAR) sublayers. The CS is further divided into the 

Common Part (CPCS) and the Service Specific (SSCS). The function of the CS layer is to 

describe the method in which non-ATM traffic is converted into ATM traffic. The SAR 

inserts data into A TM cells and adds header information. There are four types of AALs to 

handle different traffic types. AAL 1 is used for constant bit-rate traffic and circuit 
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emulation. AAL 2 is not defined yet but will be used for connection-oriented, variable-bit 

rate traffic. AAL3/4 and AAL 5 are used for connection-oriented or connectionless traffic 

of variable bit-rate traffic. 

1.2ATMCell 

The ATM cell is the fixed length data unit used to transmit data. The data is 

encapsulated into a48 byte payload and is preceded by a 5-byte header. In an ATM 

network, all data is switched and multiplexed in these cells. The header includes 

information about the contents of the payload and about the method of transmission. The 

sections in the header are a series ofbits, which are recognized and processed by the ATM 

layer. Sections included in the header are Generic Flow Control (GFC), Cell Loss Priority 

(CLP), Payload Type, Header Error Control, the Virtual Path Identifier and. the Virtual 

Channel Identifier . The GFC section provides information that is used in the multiplexing 

process. The GFC is intended to support flow contml. The CLP bit indicates the loss 

priority of an individual cell. Cells are assigned a binary code indicate either high or low 

priority. A cell loss priority value of zero indicates that the cell contents are of high 

priority. High priority cells are least likely to be discarded during periods of congestion. 

Those cells with a high priority will only be discarded after all low priority cells have been 

discarded. Cell loss is more detrimental to data transmission than it is to voice or video 

transmission. Cell loss in data transmission results in corrupted files. 

The Payload Type section describes the contents of the payload. The Payload Type 

section contains three bits, which indicate whether the payload contains user data or layer 

management information. t;ser data is data of any traffic type that has been packaged into 



an ATM cell. An example of management information is information involved in call set-

up. This section also notes whether the cell experienced congestion. The Header Error 

Control field consists of error checking bits. The Header Error Control field is an 8-bit 

Cyclic Redundancy Code to check for single bit and some multi-bit errors. This field 

provides error checking only for the header field, not the payload. The Virtual Path 

Identifier and Virtual Channel Identifier provide information on the path that the cell will 

take in its transmission. The path is divided into channels. The choice of the 48-byte 

payload was made as a compromise to accommodate multiple forms of traffic. The two 

candidate payload sizes were initially 3 2 and 64 bytes. The size of the cell has and effect 

on both transmission efficiency and packetization delay. A long payload is inore efficient 
I 

than a small payload since, with a large payload, more data can be transmitted per cell 

with the same amount of overhead (header). For data transmission alone, a large payload 

is desirable. The longer the payload is, however, the more time is spent packaging. Certain 

traffic types are sensitive to time such as voice. If paclqging time is too long, and the cel-ls 

are not sent off quickly, the quality of the voice transmission will decrease. The 48 byte 

payload size was the result of a compromise that had to be reached between the 64 byte 

payload which-weuld provide efficient data-tFansfer but poor quality voice and the 32 byte 

payload which could transmit voice without echo but provided inefficient data transfer. 

The 48-byte payload size allows ATM to carry multiple forms of traffic. Both time-

sensitive traffic (voice) and time-insensitive traffic can be carried with the best possible 

balance between efficiency and packetization delay. The cell header comes in two forms: 

the User-Network Interface (UNI) header and the network Node Interface (NNI} header. 

The UNI is described as the point where the user enters the network. The NN1 is the 
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interface between networks. The difference between the two header types is that the UNI 

header has a Generic Flow Control section. The GFC area is not used for the NNI cell. 

I 

The GFC section contains information used for multiplexing. Each cell is multiplexed 

based on this information. At the NNI, stage the information is already multiplexed and no 

additional user data will be added. The GFC area for the NNI cell is used for transmission 

path information (VPINCI). 

1.3 ATM Applications: 

The following is a sample of some applications made possible or optimized by ATM: 

• working at home 

• home shopping using voice:video and on-line databases 

• video on demand for popular movies 

• interactive multimedia games and applications 

• distance learning 

• on-line video libraries 

• videoconferencing 

• medical imaging 

• remote database access 

ATM is a connection-oriented transfer mode. Connection-oriented transfer 

requires that a connection between points be made prior to transfer. The path between 

communicating devices must also be established prior to transfer. Since there is an 
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established connection in this form oftransmission, aconfirrnation from the receiver is not 

required. Frame relay is another example of connection-oriented transmission. 

ATM is theoretically capable of supporting connectionless traffic, such as IP. The 

details ofiP over ATM are being defined by the IETF. The IETF is developing protocols 

for encapsulation, multicasting, addressing, address resolution, neighbor discovery, use of 

published ATM Forum UNI signaling for IP call set up and connection negotiation, and 

network management, as appropriate, to allow the operation of inter network protocols 

over an A TM network 

L4 The Service classes defined by ATM. 

The service classes defined by A TM forum traffic management group are CBR 

VBR ABR UBR. Each class is defined as follows: 

l. CBR (constant bit rate)' 

The CBR service class is intended for real-time applications, i.e. those requiring 

tightly Constrained delay and delay variation, as would be appropriate for voice and video . ' 

applications. The consistent availability of a fixed quantity of bandwidth is considered 

appropriate for CBR service. Cel-ls, which are delayed beyond the value, specified by 

CTD (cell transfer delay) are assumed to be significantly less value to the application. 

For CBR, the fol-lowing AIM attributes are specified: 

• PCRICDVT(peak cefl rate/cell· delay variation tolerance) 

• Cell Loss Rate 
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• CTD/CDV 

• CLR may be unspecified for CLP=l. 

2.Real time VBR 

The real time VBR service class is intended for_ real-time applications, i.e., those 

requmng tightly constrained delay and delay variation, as would be appropriate for voice 

and video applications. Sources are expected to transmit at a rate, which varies with time. 

Equivalently the source can be described "bursty". Cells, which are delayed beyond the 

value specified by CTD, are assumed to be of significantly less value· to the application. 

Real-time VBR service may support statistical multiplexing of real-time sources, or may 

provide a consistently guaranteed QoS. 

For real time VBR, the following A TM attributes are specified: 

• PCR/CDVT 

• ·CLR 

• CTD/CDV 

•· SCR and BT(sustainable cell rate and burst tolerance) 

3. Non-·real time VBR 

The non-real time VBR service class is intended for non-real time applicat-ions, 

which have 'bursty', traffic characteristics and which can be characterized in terms of a 

-GCRA. For those cells, which are transferred, it expects a bound on the celJ transfer delay. 

Nori-feal time VBR service supports statistical multiplexing ·of connections. 

For non-real time VBR, the following attributes are supported: 

• PCR/CDVT 

• · CLR 
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• CTD 

• SCRand BT 

4. UBR (unspecified bit rate) 

The UBR service class is intended for delay-tolerant or non-real-time applications, 

t.e., those which do not require tightly constrained delay and delay variation, such as 

traditional computer communications applications. Sources are expected to transmit non

continuous bursts of cells. UBR service supports a high degree of statistical multiplexing 

among sources. UBR service includes no notion of a per-VC allocated bandwidth 

resource. Transport of cells in UBR service is not necessarily guaranteed by mechanisms 

operating at the cell.level. However it is expected that resources will be provisioned for 

UBR service in such a way as to make it usable for some set or applications. UBR service 

may be considered as interpretation of the common term "best effort service". 

-s. ABR (available bit rate) 

Many applications have the ability to reduce their information transfer rate if the 

network requires them to do so. Likewise, .they may wish to increase their -information 

transfer rate if there is extra bandwidth available within the network. There may not be 

deterministic parameters because the users are willing to live with unreser\!ed bandwidth. 

To support traffic from such sources in an ATM network will require facilities different 

from those for Peak Cell Rate of Sustainable ·Cell Rate traffic. The ABR serv1ce ts 

designed to fill this need. 
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The Broadband Integrated Services Digital Network (B-ISDN) will be based on 

the Asynchronous Transfer Mode (ATM) that uses packets with a constant length of 53 

bytes called cells. It allows statistical multiplexing of variable bit rate (VBR) sources to 

make efficient use of the network resources. The ability of the network· elements to apply 

statistical multiplexing while providing a guaranteed quality of service (QoS) to the users 

is, besides the total load offered. decisively depending on the statistical properties of the 

ATM traffic streams. Thus it is essential to investigate the multiplexing behaviour of 

different A TM traffic streams with respect to the ATM QoS parameters cell loss, cell 

delay and cell 4elay variation using realistic source models. 

Quality of service is an important issue for A TM networks, because they are used 

for real time traffi:c, such as audio and video. When a virtual circuit is established, both the 

transport layer and the A TM network layer must agree on a contract defining the service. 

This contract 111~¥ 'have--legal implications. 

The contract between the customer and the network has three parts. 

1. The tr-affic to be offered. 

2. The service agreed upon. 

3. The compliance agreed upon. 

The contract may be different for each direction. For a -video-on-demand 

applicat~on, the .required bandwidth from t-he user's remote control to the video server 

might be 1200hpsJn the other direction it might be Smbps.The virtual circuit will not be 

setup if the customer and the carrier cannot agree on terms or the carrier is unable to 

-provide the service desired. The first part of the contract is the traffic descriptor. It 
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characterizes the load to be offered. The second part of the contract specifies the quality 

of service desired by the customer and accepted by the carrier. Both the load and the 

service must be formulated in terms of measurable quantities, so compliance can be 

objectively determined. Merely saying "moderate load" or "good service" will not do. 

The ATM standard defines a number of quality of service parameters in order to 

make it· possible to have concrete traffic contracts. The customer and carrier can negotiate 

the values of these parameters. 

For each Quality of service parameter, the worst case performance of each 

parameter is specified, and the carrier is required to meet or exceed it. In some cases, the 

parameter is minimum and in others it is a maximum. The Quality of service of parameter, 

here again, is specified separately for each direction. 

1.5 Multiplexing 

Multiplexing is the :sharing of one physical transmission medium by more than 

one data stream. In ATM, cells containing different forms of data are multiplexed over the 

same bandwidth. Each time slot may contain cells from voice, video or data traffic types. 

The traffic type with the most throughputs required will take up most of the bandwidth. 

For example, a multiplexed multimedia application may have five out ef eight cells for 

video, two for sound and one for data: Multiplexing improves efficiency by maximizing 

resources. 



ATM uses statistical multiplex gain to improve efficiency. This process involves 

. dynamically assigned time slots only to users who need them. Time slots are not reserved 

for individual users and they are not sent if no data needs to be transmitted. 

Video data will have a maJor share in future broadband traffic due to the 

introduction of video on demand services, conferencing services and as a main constituent 

of multimedia applications. Since the beginning of the MPEG (Motion Pictures Experts 

Group) standardization efforts [MPEG-1, MPEG-2], the MPEG coding technique has 

achieved wide popularity. Therefore, we will investigate the multiplexing behaviour of 

MPEG encoded video data streams. Due to the different structure and complexity of the 

consecutive pictures of a video, the compression of the video data inherently results in a 

VBR video data stream if a constant picture quality shaU·be attained. To investigate the 

impact of VBR MPEG encoded video data streams on the network elements, stochastic 

models are used to characterize the behaviour of the video sources and the associated 

ATM traffic streams. 

Generally, the behaviour of a video source and thus the stochastic· characteristics 

of the associated A TM VBR video data stream depend on the coding technique, the 

app-Ji·cation and the video contents itself These influences act on different time scales. At 

least three levels can be distinguished, namely the cell level, the picture level and the .scene 

level. The ATM packetization process dominates the -behaviour at the cell leveL The 

encoder algorithms and parameters essentially determine t-he picture level. Finally, the 

scene level is mainly governed by the fluctuations in the amount of information in 
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consecutive pictures. The amount of information depends on the contents and type of the 

video material and is independent of the coding algorithm. 

Recent research results indicate that VBR video traffic exhibits a property called 

long range dependence (LRD) or persistence that can be characterized by the Hurst 

parameter H. Long~range dependent traffic streams are highly correlated and in the case 

of video data even pictures a long time span apart cannot be considered. independent of 

each other. The LRD property mainly results from the different complexity of consecutive 

pictures. Therefore, the Hurst parameter H is depending on the movie contents and varies 

over a broad range of values, but it is almost independent of the video-coding algorithm. 

The offrred traffic volume per picture is characterized by highly asyrnrrtetrical empirical 

probability distribution functions (PDFS) that can be approximated by log normal PDF's, 

VBR MPEG video data streams additionally reveal periodic componenls due to the 

applicat;ion of t,furee diffet"ent pi-cture types with- different compression ratios. The that 

VBR MPEG video data streams exhibit LRD and periodic propert.ies has a significant 

impact on the A TM· multiplexer performance, but also affects its evaluation using discrete 

event simulations. Thus the focus of this dissertation is twofold to quantify these 

-influences, 

'fh·e .A'rM: multiplexer performance results that will be presented in this dissertation 

-based on discrete event simulations conducted using the hierarchical VBR MPEG source 

model presented-. lt- uses three log normal distribution functions to model the size of the I

, P- and B-pictures at the :Picture level. These distribution f.l . .mctions are derived from a 
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fast fractional Gaussian noise (flGn) random process via a transformation that takes 

MPEG GOP (group of pictures) pattern into account. The flGn random process models 

the long-range dependent fluctuations of the picture information contents at the scene 

level. It is an approximation of the fractional Gaussian noise process suited very well for 

computer simulations. 

The remaining of the dissertation is organized as .follows: First, we will briefly 

describe the main characteristics of the MPEG encoding ~lgorithm that are reflected in the 

source model and restate the VBR MPEG source mo~el as for as necessary for the 

following sections. Then, the impact of the use of LRD VBR traffic streams on the 

convergence of discrete event simulation r-esults is investigat-ed. Next, the performance of 

an ATM multiplexer that is fed by a number of VBR MPEG video data streams is 

evaluat-ed. 
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Chapter-2 

VIDEO CODING 

ATM multiplexing will be the way to integrate services on a common 

network. Video services are expected to attract the common public to the broad band. 

However, these services have special requirements, probably the most stringent 

concerning transmission. The high data rates involved the need of synchronisation, 

and interactive services the real time constraints are the main characteristics, which 

make video services so demanding in terms of network resources. Video services 

include video telephony or video conference, that have strong -real time constraints, 

and digital television, -inf-ormation retrieval or other:S that are non real time ~ervices or 

have Ieight constraints. Video coders generate ~data at a~ rate, whiclt varies constantly 

depending mainly on what is called image· complexity. This means that traffic 

generated-bythe coder is essentially variable bit r-at-e. When transmitting this data over 

ATM, ·a choice between several AtM -transfer capabilities is available for establishing 

the connection. 

The first option ts deterministic bit rate, where a fixed bandwidth is 

guaranteed. This bandwidth can be set to the maxinmm bit rate gener.ated by the . . 

coder, so data can be fed directly into· the ·network.. In this case, most of the av.ailable 

bandwidth would be misused since ·t~e maximum -r-ate occurs rarely. In order .to use 

networkTesources..efficiently, constant bit rate~sl1etrlrl be-produced. Storing the coding 

data into a ·smoothing buffer and therefore introducinK delay to this. If good video 
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quality is expected then this buffer should be large enough to accommodate image 

transients.,thus allowing for large transmission delays which could tum 

unacceptable for real time applications. 

The use of SBR connection seems more· promising. A mean bit rate is 

guaranteed, but the transmission of bursts is allowed. In our context, emission of 

bursts could be used to transmit image transients with low delay. A first problem to 

solve in this case is to ·find out good connection parameters for transmitting different 

video services while satisfying some quality standards. These parameters are the 

sustainable cell rate that determines the maximum mean data rate, the peak cell rate 

and the maximum burst size. Available bit rate or other reservation protocols are not 

considered in this work since they require a -user to network dialogue, which is 

incompatible with real time constraints. 

In an: SBR connection, cells a=re tes-t-eclc:f-er ronfermance at the usage parameter 

control by .means of the generic -cell rate -algorit-hm. -Letting the network discard non 

conforming-cells would resul~-in severe degmdationcafthe .reproduced image. On the 

other -hand, reduction of data flow by an increase in quantisation er:ror at the coder 

gives a much tolerable result. This is why only conforming traffic is considered as 

fed into the network. So only quantisation errors will be present at the decoding 

images. 

The traffic .emitted depends on tbe generation control· algorithm and on the 

transmission policy. The former -d.etermines the--data· v:olume, while the latter decides 

how exact1¥ this data is delivered. 
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2.1 GENERAL OVERVIEW OF VIDEO CODING 

Video coding is based on the removal of spatia temporal redundancy from 

the original signal. The MPEG compression standards are widely accepted. For this 

work, a software version of a MPEG compatible coder was implemented. We now 

describe the basic ideas of MPEG and how the generated data rate can be controlled. 

The input signal to the coder is a sequence of frames in a certain format. A frame is 

considered as the basic unit for ·coding and presentation.. Frames are logically divided 

intologically slices and macro blocks. A macro block is a smallportion of the image 

whose size is generally 16/16 pixel, itself being formed by 8/8 pixel blocks. A slice is 

a horizontal strip of the frame, one macroblock wide. 

Control 

, Tx 
. ·buffer 

· predictor 

Fig. :I Hiagram oft~piul videomii'u 
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Fig. I shows a simplified diagram of controlled MPEG coder. The inner loop is . . 

a predicative loop, where temporal redundancy is removed. The frame to be coded is 

compared to a predictive frame. This predictive frame made up from the last 

(decoded) frames where each macro block is affected by local motion estimation, a 

technique known as " motion compensation". The difference frame, which normally 

contains mostly null values then, goes through extraction of spatial redundancy. Each 

block goes through a discrete cosine transform in order to get the spectral coefficients. 

These coefficients are then quantised with granularity given by an external parameter 

qp ( quantisation parameter). A low qp produces a large amount of data out of the 

coder, and a high qua.lity decoded image. A high qp produces little data, so the coded 

image is noisy and the prediction leDp takes several frames to stabilize. Data for 

coefficients, quanti.sation and motion ;Compensatiott are then statisti-caHy compressed 

by using variable-length codif!g. 

Temporal prediction ·can be used in three ways i.n.MPEG. 

Intra { 1} frames use no temporal ·prediction. I frames are normally located 

periodically in the data stream for editing purposes and for limiting transmission error 

.propagation. These frames use only spatial- compression, so they produce a large 

amount of data. In this ·case ef real time serv-ic~, 1 frames would require large 

"transmission buffers for storage, which would t:esult in an unacceptable delay. Small i 

frames cou·ld ·be generated by using a ·high gp, but"thi.s would r-esult in a severe image 

degradation .on the decoded image . 

. Predictive (p) frames are based on preceding P or 1 frames. 
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Bi-directional or interpolated (b) frames depend both on past and future i or p 

frames, thus resulting in a compression rate. The use of B frames requires a several 

frame delay for coding-decoding, which becomes unacceptable in the case of real 

time services. Therefore, when delay is a maj~r restriction, only p frames are used. 

This strategy is part of the "low delay profile". The effect of transmission errors, if 

they occur, is extinguished by a gradual refresh mechanism. As all frames are 

depictive, there is no generation pattern, as in the group of pictures of the MPEG 

standard. Variations in the generation reflect changes in the video input, not in the 

coding mode. Th~ refreshment methods that avoid error performance are assumed to 

produce only a slight overhead. The outer feedback loop shown in the diagram is 

needed if some restrictions on the generated data should be met. The data generated 

by each frame depends both on qp and on_Jhe image complexity. 'Frames .difficult to 

pred-ict are complex images. These occur. during scene transients, -the 'best example 

being a scene cut, or when the scene contains, lots of local movements. -In the case of 

scene cut, if qp is kept Jow~ an acceptable quantisatimLnoise level 1-f.a whole -portion 

of the sequence b-ecomes complex, a new equilibrium -imp0rtant volume of data will 

be generated for this frame leading to a good decoded image. If qp is high, no such 

-burst will be produced-., but it will take several frames for the pre_d.iction loop to 

establish around an acceptable quantisation noise level. If a who-le portion -of the 

sequence becpmes complex, a new equilibrium between data genera-ted and image 

qoolity wi-11 be reached. Taking for example a CBR tr-ansmission and a real time 

service, -a- :certain delay :is assigned t-o the smoothing :buffer. This -imposes .a maximum 

size for this ·buffer. If the coder generates data at a rate h~gher than the buffer's output 
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rate, the buffer level will grow. A qp controller must be devised for the buffer never to 

overflow nor empty. This controller must calculate the qp to be used for the next 

frame according to the current buffer level. In VBR operation, a generation control is 

still needed in order to honor the connection contract, even if restrictions are looser. 

2.2 BASIC CODING CONTROL 

In general, the data rate produced by,a coder can be adjusted by changing the 

frame rate, or altering the quantisation parameter (qp). The latter is the most usual 

technique. This section gives the qp control algorithm used for simulations. The 

controller must give a good trade off between quality consistency and generation 

stability, if the controller is too reactive to changes in the buffer level, qp will vary 

·constantly thus lowering quality :Consistency, ·an effect considered annoying: If, on the 

other hand, qp is mad·e too stable, then there;is~a high risk for the buffeno :everflow or 

become empty due to unpred'i-ctable changes· in image complexity. 'fhe va~iation of 

qp is-inevit-able in the case ofa.CBR trarrsmi·ssion. For VBR., quality consi-stency-may 

he-improved as a hurst can be emitted-avoiding the fi-lling_ofthe transmission buffer: 

The actual algorithm i-s based on the use ofa fixed size buffer emptied at a 

-constant rate (as is the case of CBR). It w~U be shown in section 4 that this aigorithm 

-ensw:es that the generated data can be- :transmitted -o¥er an SBR cennection. The 

algorithm will observe a virtual :buffer lev-el inst-ead of the actual transmission buffer 

level. All references te ·the 'transmission- ·buffer' wilL be substituted with 'virtual· 

buffer' forihe case of SBR conforming transmission. 
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In the test models, the slice is used as the action time for the generation 

controller, choosing a qp for each slice. However, previous work has shown that a per 

frame control gives a more consistent quality. This has been adopted as the basic 

operation for our control, only altering qp at slice or macroblock level after the 

triggering of alarm mechanisms which .avoid buffer overflow. In the following, these 

two operation forms are·described. 

Normal Algorithm 

1. Observe the buffer level and fix a desired frame generation volume. The 

transmission buffer (or virtual buffer in SBR) has a fixed tarter level (e.g. 1f4 of-the 

buffer size). The deviat.ion·.from this-target level-is~used to-calculate the amount of 

data that should be gener.ated by each ;@f he following -nj frames in order 1:0 reaeh 

the target level. A low-va'lue foi the p:arameternt:.resuits in a Nery reactive· contr:eJ 

strategy, where as a high-nf results in a lsoser control ov:er.t-he buffer level and a 

higher quality consistency. 

2. Choose a qp for coding .the_next frame. Given the desired generation for the next 

frame, an arlequate qp must -be found. Due to -real-time constraints, this cannot be 

done iteratiNely, but before the actual :coding. ·Generation .as a function .of qp -is 

not known -a-:priori, S0~it -is estimat3ed'·based un previ·ous f.rames as fol-lows: t-he 

.data generation: an-d the corresponding qp- for the last·two frames are .stored:-(-=G-1., 

G2, qp-1 and qp2). If the -desired gener-at-ion lies between G 1 and G2, then a linear 

:interpolation is used to find qp. Otherwise, a hyperbolic extrapolation .is made, 
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using only the nearest point (this comes from the fact that the product qp 

generation is approximately constant). 

Alarm Mechanisms 

A sudden increase in image complexity can cause the butTer to overflow. An 

.alarm level i's defined as a percentage of the buffer -capacity (e.g. 95% ). Two- actions 

are taken~ 

1. At slice level, whenever the- slope. of the buffer level is high enough for the buffer 

to reach the alarm level in the current frame, qp is increased by 1 unit. 

2. At macroblock level, if the -buffer is full beyend the alarm level, qp is increased 

proportionally to the excess level. 

Tk-cco.ntrelled csystem is-sta:Me. Alarm is triggered only in exceptionaLcases such as 

scene_;:cuts·. 

Video· servi-ces with real time constraints are those -where a -low end -to end 

delay must be satisfied. Examples of this -type of services are videotelephony-or 

-V~deeconfeJ!ence. T-hese are iterative services where acquisition to presentation delays 

musLbe:-keep- below15Gms in order-not to confuse- the users. ·Witb~higher ~evels·-of 

--delay.,. the:fluidicy-of.a~-conver:sati-mrhecomes ·affected_ 

When these services are .carried over a data networK, severa1 ,factors ~add to 

tot-aL.:.delay: :acquisition, coding, -transmission and -recept-ion buffering, -propagati-on, 

switching .an<f decoding. Therefore; a -delay of 8:0 to 100 ms is assigned for buffering 
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purposes. This delay is possible since only predictive (P) frames are coded (refer to 

section 1 for a discussion). Switching delays should be negligible since cell rates 

< 

throughout the network are much higher than the application's cell rate. Propagation 

delays are low in the case of nation wide communications. 

The image quality needed depends on he specific service. In real time video 

services .the mean quality requirement i-s -not. critical. Users are interested i-n the 

expression of the speaker and not in having a clean, high definition image. Moreover, 

screen size is small in the case of video telephony so coding rate facts are less 

. appar.ent. Therefore, there is a quality threshold above that no further improvement is 

perceived. 

The video signals.quality signal quality has two components: mean quality and 

r~on:settvtFansients. ~For a fixed :mean guali~y, the user -expects the ·ov:erall'·q~ity 

to he·cGnsi-stent. 

"J'h:e data.:rates:for this kind -€>f services is rather low, jn the ran_ge 128 -ro .512. 

khps. =More-oom.plex s~gnals (TV~qual·ity, for example) would· require the default rate 

-fo.F'MPEGl{l.-15 Mbps). 

1.4CODINGCONTROL STRATE-GY FOR SBR. 
~JitH:4T-PA1MME.TERS DOES -VIDEO NEED? 

-·wnen~ establishing -ail. SBR -connection; three -.par.ameters ·are .specifieii~ 

.gustainable -ce1Lr..ate (SCR) , peak cell.rate-(PCR).and maximum ·burst=size(MBS). 
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PCR is the maximum rate at which cell s can be emitted by the source. SCR is 

the maximum mean cell rate and MBS is the maximum size (in cells) a burst emitted 

at PCR can have. 

Cell conformance is tested at the UJ>C by means of the generic cell rate 

algorithm (GCRA} with parameters 1/SCR for the interval and B fnr the limit. B is 

deduce(Hrom the other parameter as follows: B=MBS {1-SCRIPCR). 

In order to obtain simpler and more intuitive results, a fluid model will be used 
'V 

throughout the dissertation for the traffic and the conformance algorithms. Exact 

results can be derived with no extra difficulty. 

TB PCR 

Fig 2. SBR Transmission 

-For the- .fluid model, conformance _at the UPC is v.erifred through a leaky 

bucket algorithm, -Where the bucket depth .is B and the mean rate -"SCR, -or 

equivalenfly,:inputtz;affic_shmdd be. of· ("0,-p}typ:e with a=B and p=SCR. -B-and S£R 

oare ·normalfy exp:ressed .in·ceUs-and-·cells per second-respectiv-ely, crJn bits .and pin bits 

per second. 
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From the source's point of view, traffic qm only be emitted if enough credits 

are available. The source can be thought of as having a credit pool which is filled at 

rate SCR, has a maximum of B credits and can be emptied at a maximum rate PCR. 

For each, unit -of data emitted, a credit unit has to be extracted from the credit pool. 

With this mechanism,_ the only .r~striction.on the traffic :produced by the source is that 

it is conformi-ng at the UPC. Since the credit pool is very related to the bucket in the 

-leaky bucket algorithm, the term 'bucket' will be used from now on to refer to the 

credit pool at the source. 

Non conforming traffic should be avoided in video transmission. Indeed, if 

the network discards, a Sfngle cell, the decoder will have -to -discard all data until a 

synchronisation mark is fl!ceived_ Thi:S is because data transmitt-ed is compressed

being impo-ssibte to r-esy-n:~hroni-se:at-any poi-nt in .the~bitstream_ 

Thi-s SBR traffic cgeneration sche11Je can he- applied as a __ ser:v.er for t-he viaeo 

coder'-s_ transmission buffer.:(recaH that for CBR tran-smission a constant rate server 

has to be used). As a basic rule~ the server wiU -be assumed to be conservative: ~no 

credits will-be lost if there is data wait-ing for transmission. In other words, letting the 

bucket overflow while there is data-to transmit will waste no bandw-idth. 

Given an amount of dat-a to b.e·tr.ans-mitted- and .a number_of a.vaiia-ble-credits, 

there is still a-cheic_e--on -hourexactly--:wiJI:be. the ev-olution ofcred1t usage with-time_ 

This choic.e is ~now ..av..ai:laele on C-BR. The way on :how ~credits ar-e- used i-s d-ecided 

according .to a- 'transmis-sion pol-icy' .. For example, the server can-wait for the -bucket 
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to fill and then transmit at PCR; or it can directly use all credits by transmitting at 

PCR and then continue at SCR (the bucket's filling rate). 

As the speed at which the transmission buffer empties is now constant -, as 

was the case for CBR - there is no direct relationship between buffer level and 

transmission delay. This implies a certain interaction. -b-etween the transmission policy 

and the coder generation controller in order to satisfy the delay r:.equirements. 

Therefore, a rather complex controller should be design;ed which takes into account 

not only the state of the transmission buffer but also ofth~ traffic contract (the bucket 

level in this case) and the transmission policy. The problem of finding out .an 

optimum controller becomes rather difficult. 

Hewever; rt will he shown in the .next- -par.agrapin;;othat-tlae. controHer can .. be 

.decou¢lerl tiomthe tnmsmission policy. Also, _the act-ual transmission :buffer level 

and' the eredit -bucket ·fevet can be put into a single variable-.. ca11e.a;.~ '.v~rtuaJ :buffer 

-lever. 'fhis virtual buffer level has a fixed-maximum value, which ensures-that- t-he 

dela,y requirements are met. The controller described in the preceding sections can be 

used in this case, by observing the virtual buffer level instead of .the actual 

transmissi<,:m buffer level. 

·In order te prove the .. above assertions, the -.temrino:lQgy -userl in the remaining 

of the-section 'is-a-s follows: 

··- -PCRjs rhe p·eak cell rate. br{PCR) means-the"'bit rate:ooH-esponding to:f\,CR 

•· SCR is- the. sustainable cel-l. rate. br(CBR) is the .. con:esp.omiin_g,hit.r.ate. 



• TB is the transmission buffer level in bits, MTB is its maximum. 

• B is the bucket depth in bits. 

• C are the used credits, in bits. Therefore, B-C are the available credits. The 

bucket is referred to as 'full' when C=O. 

• MBS is the maximum burst stze. MBS [1-SCR/PCR]=B holds for the fluid 

.approach. 

• Delay is the portion ·Of total delay assigned for buffering (e.g. S:Oms). Other 

delays correspond to coding, propagation, etc. will not be considered in the 

following sections. 

Consider, the data generated by the coder as being fed simultaneously into two 

transmission buffers: one buffer served .by the SBR mechanism with. its credit buGket, 

and anether-b.uffer-served.1lt:a-.constant. rate SCR (,Fig. 3). ran thi.s second h~rth:e_ 

'virtual buffer', where -lever is VB. 

Coder 

TB 

Virtual Buff:er · 

SCR 

Eig.3 Real-and virtua-Lbuffers 
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Since both. servers are conservative, there; is a simple relation between both 

buffer levels: VB=TB+C. 

One way to see this is assuming that data arrives to both buffers at rate SCR. VB 

will be stable. TB will be stable if data is transmitted at SCR and therefore the bucket 

level and C are constant. If C increases by 1, it means that 1 bit from the buffer has 

been transmitted in addition to .the SCR traffic, so TB will be reduced by l. Notice 

also that .the virtual buffer empties only when th~ bucket gets fulL 

The following lemmas will give more meaning to the variable VB. 

Lemma 1: Maximum transmission buffer 

Transmission buffering delay is bounded by Delay. Given the .actual number 

:of.credits used (C).,_ the maximum· amount oof data that can-he -tr..ansmitted in'""'Delay .is 

~the ·number ef,credits available at .that moment plus the number of cr.edits- which will 

ar.Five durin_gc.thls tim~ This gives- ,the ma*imum level the .tau1smissio.n buffer .can 

have-at .any mement:-max(TB).=MFB=B-C+Delay.br (SCR} 

Notice that both MTB and Care functions of time. 

Therefere; 'ifTBnever-reaches-MTB, transmission is possible inc a-time less ihan 

Bela.y"'+-

Assuming fhat-.tbe..ocod'er ~puts data--into the buffer at a speed mu-Gh,bigher than

actua1'-transmi-ssionccspeed's,_the. controller -may safely ,alfuw .the~coder-to:generate up~t-e 

(MTB-TB} bits. This is a rather conservative -ap_proach ~because~ if the coder --is 'known 
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to produce data at a maximum rate, data in the buffer can be actually transmitted 

while the coder is producing new data. In this case, this bound on generation could be 

made tighter (i.e. generate more than simply MTB-TB). 

Lemma 2: The· virtual buffer (VB) and its maximum (MVB) 

The variable VB introduced above has the intuitive interpretation of being the 

level of a CBR smoething buffer, and is actually -.easy to keep track of without even 

knowing the bucket level: VB increases with coder data generation and decreases at a 

constant rate hr (SCR). The coding system easily keeps track of time since the time 

between ·frames or slices is constant. So recalculating VB at each slice interval is a 

tFivial task. 

The usefurness of VB is now presented below. 

Fr.omcl;emma.:l, it is :seeq that TB+C~9elay . .br('SER'}'+'B.:fur .the_(felay 'bounds 

to be met. Therefore, introd~cing the constant 'maximum. virtual :buffer' 

MVB=ID.elay~br {SCRj -+ B, the delay bounds _.ar,e_ -snmmar:ised in the.. ~simple-

expressian: VB~-+ 

So, ifthe controller described in. section 2 is given VB as a variable to control 

ratherthan TB, with a maximum ofMVB ratherthan-MXB, data can be delivered-on 

time, independently of the transm-ission JKllicy used. 

-w-hen -¥13=0, the buck;et is fun oJ credits and th·er.e -is -no -data to transmit. 

·VB=MW indicated_ for example that MW .:bits -ar~ present in the :buffet -and·. _an= 

cFed:its4f"e· avai1-a:ble~ or that ·no credits .are available -and there· are;.Dela_y :br ;(SER) bits 

to transmit. 
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Recalling that for a CBR transmission at rate SCR. the buffer was limited to 

Delay.br (SCR) bits, the ability to send bursts is equivalent to an increase ofB bits in 

the buffer size, even when the mean data rate ( and mean quality) remains the same. 

A larger buffer allows for a better quality consistency: scene transients can be coded 

at a lover qp without risk ofbuffer overflow. 

With respect 10 the connection parameters, MVB=Delay.br (SCR)+MBS (1-

SCR/PCR}. So virtual buffering capacity decreases for lower PCR values. 

Restriction I: The Delay imposes a PCR - MBS relationship 

The value for f.CR- ·is not -arbitrary., even if this parameter -does not appear 

-exp:licity in -Lemma· L An ·umtef'lying assumption is that TB -ean effectively be 

transmitted in a~time-:~:::tfum. Delay, gi~ the ·finite -value -of PCR. T-her.efore, the 

·condit-ion- T:Bibr(_pCJk):·<Delay---sbuuld·ob-e validdbr any ,possib-le level ef TB _giv-en in 

l~mmal:-Delay.br:(S:CR)+8:-<:~:etay.brEPCR). Tnis restriction-depends on the· used 

credits _c_ Its w0-rst case gives B~Delay [br (PCR:).:br -(SCR)], or -equivalently, 

MBS~elay.br (PCR). 

This means th~ given a value for -PCR, the .useful burst ·size {or bucket depth) 

is limited. A bigger bucket -is .useless;:b-ecause-extr:a credit-s-will be never~evacuated -in 

time. The useful~ regjon lies ;})elow .the ·straight linesshown -in Hgure r~ which are 

drawn for :two -diffeFent delay wlues '(80 and 120 ms~. Higher delay values 

correspond-to ohigher slopes. 



MBS 

(Bits) 

Br (PCR), kbps 

Fig. 4 PCR- MBS relationship. 

Restriction 2: A fiXed video quality imposes a PCR-MBS relationship 
(:, 

'Elre-"r:espense;:to~ansients is ~better if-the controHer allows a big virtual buffer 

,excursion. Tm"S- -is-tight-ly related to -MVB, wh-ich is- maximum of thi-s _buffer. 

-=Restriction . ..2 _shows~-=-the:-.r-elati.en between 'MBS.and PCR that corr.espena- to a _gi:Ven 

video quality. 

From Lemma w, MVB=Delay.br (SCR)+MBS (1-SCRIPCR). 

:Give·-~ and :SCR, -different (MBS, J?CR) "couples will- gi-v:e- the _same· 

tnmsient <laality, ,pro¥ided-=that.MBS .(J.,SCRlPCR) =constant=MVB-Delay .br{SCR). 

%e.::;~per:b.olas m =Fig. 4- are :constanLqnality carv.es, The· minimum ·PCR:..and 

ma~dmurn ~&- ar:e -obtained at. the intersection -of the. line and the hyperbola. 
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corresponding to a certain Delay value. In this case, MBSmax = MVB (independent 

ofDelay), and br(PCR)min=MVB/Delay. 

Only the low right part of each hyperbola is of interest, where the MBS-PCR 

balance is meaningful. Note that an increase in .PCR provides only a very slight 

-decrease in the maximum burst size. 

25 TRANSMISSION POLICIES: HANDLING OF BUFFER AND 
BUCKET 

The main _problem in video transmission is -having the data stored on .time at 

the reception buffer for when it is required by -ileceder. An SBR type- tr-ansmission 

can-ifue'"lh€l.U-ght-::ef-.as a· CBR tmnsmicssien-witlrthe ahilito/ c0f send-i-ng. dat-a---:in -advan-ce to 

the reception- buffe·r. Ihe amount of data -sent in -a-dvance -is .. ex-a-ctly the value ·of C 

trsed pFev'iom;lo/. Therefore, during "pcerioas of:Jow generatien rate, ~credits;-can _be-

-accumu-lated .thus lowering C, so when .a hi-gh .generation_rate transient -app·ears; up to 

B bits can be sent ' in advance' to the receiver letting. the remaining data for 

transmission at the normal rate (SCR). This gives a rather intuitive idea of how SBR 

can he more performing in terms of quality consistency when low :dela)"s--ar-e required. 

A transmission _policy -can· he defined as-a set of:rules._for ilelivering .data into 

the -netwo-rk. T:hi·s .includes the management. "Of the- ava-i:l-able; credits. anct of the 

transmission:~uff-er. 
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It has been shown in previous sections that the coding process could work 

independently of the transmission policy used. However, this policy cannot be chosen 

arbitrarily. For example, a policy could be to transmit at SCR., never using extra 

credits for emitting bursts. This CBR type policy is conservative, but certainly some 

data will not be delivered in time (this occurs to all data which find the transmission 

buffer level above Delay.br (SCR)). Therefore, a weU-behaved policy sheuld eniit 

.bursts accgrding to the transmission buffer level to ensure in time delivery of data into 

the network. 

Two examples of possible transmission policies will be presented below, each 

producing traffic with different bursti.nes-s ~haracteristics. 

In-the remaining of~the secticm, J:he.fo'llgwing terminology wilFbe~used: 

• N is the total-de1ay~m.easur.ed·i.n vid,eu units (ferinstanee, =s'l'iees or·fr.ames). 

4 -when codingthe nth unit,-the (n-N}th'-Unit.is·.te;be presented atthe receiver. 

• RB and TB are the transmi-ssion and reception buffer levels when n has just been 

coded. 

• Care the used credits.frem the bucket,-and-.B the::hucket depth·.(O<C<B). 

·• Bpu {'SCR} .and bpu fPCR) are· bits.pervideo~unit at mean and . .peak rates. 

•' _g"tn} are the bitsgenerated'by nthJ.:Init. 
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Note that for any transmission scheme, the number of video units stored at the 

transmission and reception buffers add to a constant value (N). Video units are -

assumed to be stored and extracted from the buffers instantaneously by the coder and 

decoder. 

Transmission policy 1- Save as many cred'its•as~possible 

W~ith this policy, the steady state situation corresponds te a fu'ft credit =oucket 

(C=O) and the transmission buffer at the target level. So transmission is normally 

done at SCR until TB reaches the level Delay.br (SCR} Whenever TB :goes beyend 

-this level, transmi.gsion at a -higher rate should he triggered. The precise 

,j:mplementation .of thi-s policy is quite cemplex -Feganling -when to :resume 

transmission atSCR ·after-a~burst is sent. 

When tne ·coder'-s generation rate .is lower thane NCR, first the .bucket l:s 

aU0wed to fil1, then -dat-a are transmitted in advance -i-n order not to -waste~_credits. 

Assume that the (n-N-1 )th unit has just been decoded. Theref-ore the reception 

bH-ffer, if RB>O, ~contains some part of-the (n-N) th unit. 'fhe r-emaining.ofthe-g -~n-;.N} 

bits-should.=be-'J)resent in the reception buffer in-the next time:unit. therefur~, cg(n"-N}-

ltB:Iiits-hav..e. to~be-::transmittedby this time (if rhis value~ is p.o:sit1ve~. Astlre.:p:olicy i's 

·to ;sav.e~as many -credits.-as p0ssiole, ·the- volume·'to be-transJuitte-.c:Hs:=max- fg(n-N}RB, 

bpu(S£R)-'C, 0). 
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The second term corresponds to transmission being conservative: credits that 

cannot be used to further fill the bucket are used to transmit data in advance. This 

. policy will produce rare but considerable bursts. In fact, as the bucket is normally 

full, the potential burst size is the maximum allowed by the leaky bucket size. 

Transmission policy 2 - Transmit as ·eaT'ly as p:ossib:re-

Now the tar.get situation is to hav.e a certa:in number of used credits: and the 

transmission buffer empty. The reception buffer will contain in average at ·teast-tlle 

controller's VB target level. 

This policy is very simple to implement: eaeh time there are credits available, 

data is transmitted at PCR. It wjU produce fr:equentshort-bur:Sts (tens of cells) much 

Jik-e- the coder's .output. Some credits are n0rmall_y used, so even :the largest bursts 

wiH be~smaller 1haoo:-MBS. 

These small bursts shoulcLfu.e multipl~xecl::-m<Jre· ciie·ctiy.eJy =at -the netwerk :Jevet 
l 

to-=the-network (bursts are·smal1er):. 

The transmitted amount during one_time.unit is min -[bpu (PCR), TB ·(n)-g (n), 

opu (SCR~ctoMBS-C]. 

This means th<,tt the transm:itter .is 'delivedng as rmu;h as it can, limit-ed by "the 

most ,restricti-ve- -of: .PCR ·the total" amount- o0f information present in. transmission 

~buffer, or the.cre.clits~pr~sent in the~bucket. 

Recan -that in all cases the transmitted sig-nal is- the -same ·and:-the ~r:eal time. 

·requirements are met. 
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Fig. 5 shows the traffic in cells per second when the second policy is used 

corresponding to mean rates br (SCR) of 512 kbps and 320 kbps, PCR=3 SCR, and 

B=167 cells (64,000 bits). The test sequence has a scene cut in frame 79. After the 

cut the sequence images are more complex at the bottom. Indeed, the generation 

pattern during each frame exhibits a peak around the bottom slices of each frame. 

During the steady state, ·as transmission is immediate, the transmission rate coincides 

with the generation rate. Note that in this phase bursts are very short. In fact, they 

correspond to a video sHce time, which is 40 ms/18=2 ms and contain about 7 cells 

per slice when br (SCR)=512 kbps, or 4 cells when br (SCR)=320 kbps. It is 

expected that a set of sources of this kind could be multiplexed using moderate 

buffers in the network. 

Fig. 5 Traffic including a scene cut. 

During the scene cut the cell rate-'rises to PCR until the credits are ·exhausted. 

At this mement transmission continues rate SCR until the large units are delivered. 

Note that .the -SCR phase .ffi.longer'in the ·5:J.2 kbps case. This. is because the-common 

B value (l67 cells) is relatively much higher when br (SCR}=320 kbp:s, therefor-e 

-resulting almost sufficient for emitting all of the .transient information units. 
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2.6 SBR- DBR COMPARISON 

Simulations wer~ performed on 25 frame per second sequences using mean 

rates in the range 320 to 512 kbps for the video sigttal, speeds which are adequate for 

video conf-erence or high quality video tele})hony. The delay assigned for 

transmission buffering was set to 80 ms, equiva-le.nuo two frames,. leaving sufficient 

margin for other delays (coding, propa~ation, switching, image scanning) which are 

not considered here. 

The_ DBR op.tion_is c_omp_ared wifh SBR regarding several aspects ofthe global 

scrvice quadity. 

Same.:signal, same mean r.at-e =>Beray?· 

For the same video quality and mean rate, if the DBR capability is used, 

transmission should be done at CBR (with PCR=br (SCR)). Here the maximum de·Iay 

is given by the size of the .smoothing ,buffer, which has. been shown to be MVB 

(section 4). Numerical values are _given in Table L The CBRJ1gures are too 'high. for 

a real time.service, since b~:~ffer-ing dela~--is-only part of=the g-lobal delay. 

Table l :Same·sit:nal, same m·ean r,ate 
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Mean rate (kbps) · Delay SBR (ms) Delay CBR ( ms) 

320 

512 

80 

80 

Same signal, same delay :::::) Negotiated peak rate? 

213 

163 

If the same coded signal, and therefore the same mean data rate, and the same 

buffering delays are used, a DBR connection can be used but with a higher Tate. In 

this case, since this rate is rarely used, statistical multiplexing is compromised. Using 

the data obtained in the working examples, the minimum DBR to be negotiated is 

about 2 times the mean rate for 512 kbps, and 2.66 times for 320 kbps, giving a very 

tow utilisation factor. The _r,ates to be negotiated in SBR .and DBR in this case are 

shown in Table 2. A complete comparisen should .consider the number ofDBR and 

SBR channelcS that may he_m~;~ltiplexed. 

Table 2. Same-signal; same delay 

Mean rate (kbps) Negotiated mean SBR (kbps) Negotiated rate, DBR (kbps) 

320 320 853 

512 512 1043 

Same mean rate, same delay.:::::) Signai quality? 
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Finally, when mean rate and delay are maintained, the signal quality is 

compared giving error images and luminance signal to noise ration (LSNR) during the 

sequence. In this case, for the DBR channel the signal. is coded at mean rate SCR, 

using a short buffer to achieve the delay. 

,Global image quality is affected. Fig. 6 shows the LSNR for DBR and SBR 

A scene cut occurs in frame 79. In steady state, both DBR and SBR at 512 kbps give 

similar results. The ~rror images .obtained for DBR and SBR transmission strategies. 

Error images were obtained by subtracting original and decoded images, taking 

absolute values, and magnifying by a factor 8. The parameters used were Delay=80 

ms (i.e 2 frames), br (SCR)=512 kbps, PCR =JSCR and MBS=l7 cells. Other 

parameters are summarised in Table 3. Tile expected·bmst is calculated as MBS (-1-

SCR/PCR}-target, because transmission policy 2 was used, so ·target credits are 

normally u-sed. Note that the traffic is not very bursty. In fact, "the expected bursts are 

not .large. 

Table 3 Same delay and mean rate. Simulat-ion values overview 

Br(SCR) (kbps) PCR (kbps) MVB (bits) control target expected 
(Bits) burst (cells) 

J20 3 SCR 6.8 2u7 IJ653 76 

5-12 3 SCR 83 :626 16 715 67 

512 (CBR) 512 40 960 8l96 
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dB 

Fig. 6 LSNR during a scene cut 

A simulation using br (SCR)=320 kbps is also included. In these conditions, a 

CBR connection is unable to respect the. imposed delay, even with the coarsest 

quantisation level whereas the SBR -image is fairly good. Naturally, th~ steady state 

LSNR is Jower-wheiibthe mean rate is br (SCR)=3.2'@ kbps. Subjective evaluat-ion of 

the c9decl· sequences show that the transient ·of .the :CBR sig-nal (at 512 ~bps) is quite 

noticeable, whereas tne SBR-s:ignal, ev.en at 320 kbps, has consistent quality and the 

distortion is not..annoying. 

·---·---.. .... 
---- / -..._, 

VB 
c 
TB 
RB 

Fig. 7 Transmission (TB) and· Reception {RB} buff.t~rs, 
Virtual buffer (VB) and· used :c-r.edits (C) evolution. 
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The behaviour ofbuffers and bucket in the SBR scenario, corresponding to the 

given SCR PCR and MBS and to the transmission policy 2 is shown in Fig. 7. In 

steady state the reception buffer contains an amount of data corresponding to the 

delay and some credits .are normally used. The transmission buffer is usually empty. 

During the scene cut credit usage grows .at ,PCR and stays at B during some 

frames. This is where.the transmission buffer (TB) accumulates data. TB first gmws 

because generation is faster than P-CR. Then it grows as no more credits are left and 

transmission is limited to SCR. The burst transmitted during the scene cut causes an 

increase in the reception buffer leveL Then this level goes below the steady state 

level du·e to the decoding of the ht~ge frame 79. Anyway, this buffer is, .always far 

frem starvation. 
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3.1 MPEG Encoder 

Chapter-3 

MPEG Encoding 

Since an uncompressed digital video stream needs hundreds ofM:bits/sec t<;:> he 

transmitted, video compression has been studied a lot and several coding alg-orithms ha-ve 

been proposed t-0 reduce the required bandwidth. For instance, ITU adopted H.216 for 

video telephone and video teleconfe~:ence. Another attempt resulted in standardization-of 

MPEG-l alg0rithm for storage of moving -pi:ctures. However, due to ·the flexibility of its 

algorithm, -it :can be used for v..a:cious a:pplicat:i.ons such as -in multimedia :.wor;kstations, 

vi:deo communication and so on. 

The MPEG coding a·lg~Jrithrn u-ses thr-ee -&fferent types of frames; Intrafram:e· (I} 

Predictive (P} and Interpolative (Bj frames. Initially, an I frame contains- a two 

dimensional 8x8 discrete cosine transform (OCT) of the original image. Secondly the 

coefficients of DCT are-fed to a quantizer and a 8x8 matrix obtains the quantization step 

si.ze for of each DCT coeffi:cient. Some psycho physics experiments have defined -the 

values of this matrix. -(fSO/IEC, 1994) Low .frequency DCT coefficients are quantised 

with more· accur.acy than the high frequency one-s, As a result a signiticanLnnmher of 

-quant-ized coefficients, will have ..zew value_ Then the algorifhm codes this-block (8x8) of 

-coefficients using run length and modified Huffman coding. The tviPEG standaro· the 
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coding tlSes a fixed work following by the length ofzero and the non-zero value ofDCT 

coefficient (ISO/IEC, 1994). 

In P frames macro blocks are coded with or without motion estimation. The 

_algorithm searches a square area around a each macro block .ofthe previous I m :P frame 

in order to find a motion vector that minimizes the absolute difference between the 

current macro block and the chosen ,on:e in the previous frame. If the absolute difference 

is less-than a threshold the motion vector is coded and. transmitted. Then a DCT tqmsform 

is applied to the prediction error of each macro block. The -coefficients of transformation 

are quantized with -constant step size instead of intra frame coding. The quantized 

'Gtrefiiciems ar.e 'ceded as~..an intrn frame mode. If the abso-lute differenee is _greater than 

t-he-above threshcild the motion estimation cannot be used and the coding of t-he current 

macm-hl<Yck +s the- same. as the intra frame:. B frame:s cod.in_g are similat: t0 the -pr-ocedure 

that ~.nas -been previousl-y described for fP ones). The only -difference· is that the -motion 

vector .can :be estimated with respect to the previous I, P frames or the following I,·P 

frame.s or an interpolation -between them. 

Since the MPEG coding. algorithm has a fixed quantizer matrix (I,P,B~. It can 

.scale the .quantization level using a parameter q. When MP..EG video tri-.es .to maintajn the 

output rate constant -(-CBR Mode) it is necessary to vary the q -parameter dynamically, 

therefore the quality of co:d:ed moving pictures. -If q rem:ains ,constant the qtrnJity dues not 

.change but the output rate becomes -to depend· on the vi-deo activ-ity: ln a "MPE6 coding 
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there is a constant number N of frames where l,P and B are repeated periodically. The 

most typical cyclic frame pattern is IBBPBBPBBPBBI. 

The pattern period consists of I I, 3 P and 8 B frames. We call the mean value of 

this cyclic frame pattern Group of Picture (GoP}. That means that the GoP value 

r~resents the average size ef I . -p and B frames within one pattern. 

-In intr-a frame mede the size.ofl frames has gFeater value than the size ofP and B 

frames due to lack of motion estimation. However the volume ofP .and in particular B 

frames is not always very small. As we have stated above it is possible for the coding of 

P and B frames not to use the motion compensation for :all macro blocks. This occurs 

when the predictio!"l error is greater than .a defined t-hreslmld. Therefore it is anticipated 

that· a high a-Gt-ivity causes Fea-1 sizes of p·cand.-B Jr.ames. 

We obser¥e that "the fltFGtw:at-ion ofP .ancl-B frames. is mucl'l greater· than the L B 

-ft=ames: hav.e .. fue highest r:atio of maximum to min-inn:tm frame-:S:iz-e. Another imp.ortant 

characteristic is rhe ratio mean (l)tm:e·an(Total) :b-ecause it affects the :aggregate traffi:c 

behavior. Since I fram:es· have a mean value 3 or 4 times greater than the average total 

frames' size (including I P B). It is very difficult to achieve without multiplexing gain, 

low loss probabilities with small buffer size and for utilization close to 0. 75 or above. 

Although the small size of P aiJd _B frames ·it seems that they :play a m~jor role to loss 

probabilities due to their tar:ge fluctuations (see sec. traffic behaviour} T-herefore it is not 

correct to ignore. them so-as to-st-u·dy the charactetistic ofMEEG vi<ko. 
' 



Moreover due to the motion estimation there is significant correlation between the 

I, P and B frames (Heyman, 1994). Let Bi (i=l to 8) and Pi ( I=l to 3) be the I Band p 

frames respectively in a cyclic frame pattern. According to the MPEG algorithm B 1 and 

B2 can have different values only if a video scene change occurs between them. In 

add-itiona·l Pl is related to I frame and P2 to Pl and so on. The same Telation- bas been 

noticed ;among Bl and ·Pl, B2 and PI ot Bl, B2 and I frames. These relations are a 

consequence of the motion compensation that the ·MPE-G algorithm performs. .In 

particular it is observed that the strongest dependency is between B frames w~le the 

most weak between P,I and B, 1 ones. It is therefore diffict:dt to find appropriate models 

that can fit accurately with a real video MPEG source .. 

-Modeling of an MPEG sequence "is a very useful work for :desighing a 

telecommunication net-work esp·ecially due to the great evolufion of-multim-edia servjces 

along with- the advances in VLSI technology that made possible the realization of the 

real-time MPEG systems. It can be used to determine the loss ·probabilities or the 

required network resources (Bandwidth, Buffers) Without having to witness the real 

video data we examine statistical models which characterize the properties of an MPEG 

video·. Our analysis is ba·sed on along- real video sequence (~pproximately 27 min) With 

scene change:s Md camera. zooming that are considered as -the most diffi-cult sequences 

for the~MPEG·to handle. As we menti0ned .. above any MPEG video sequence consists· o£ 
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three types of frames intra frame(!), predictive frame (P) and interpolative (B). The log 

normal and the gamma distributions fit well with the experimental data. 

Gamma Distribution 

The probability .density function for gamma distri-bution is given by 

a-P 
fx (x) = Y(p) XCp-l)e-x ···································-····-·······{1) 

«> 

where Y(p)istheknown junctiondefinedasr(_p)= Jx(p-l)e-x dx 
0 

It-can -be pr-oved .easily that the mean and the variance of-ga-m-ma distribution -aFe related 

to -the. parameterS-a, p as-following-

and 
- p 

v\.(x) = -, ............................... .-(2) . a-

-In order to esti-mate the parameters .of -gamma .dfwhich fit well with the Teal data 

we use the method of moments. If MEAN and V AR ·are. t-he mea-n and the variance of an 

MPEG video sequence then the estimated parameters are calculated..as 

MEAN 
a = and 

YAR 

MEAN 2 

p =--
VAR 

................................. -(3-) 
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Lognormal distribution 

The pdf of log normal distribution is 

/L (x) = .J 1 
x-1 exp{- -

1
-, (ln(x)- p 2

} .....•............ (4) 
2llCT 2 2o--

<11 
)1+- l 2 

where .its mean and variance are given by ELN (x) = e 2 andVLN{x) =.e 2~'+cr (eu -1}. 

The estimated paranteters-whicb m:e calculaed by the me.tlwd of moments are given. 

by the following formulas. 

z I { V AR } d , I 'E N) o- 2 ( ) CT = n + 1 an .u = n(M A - - .... 5 
exp(2ln(Af~N)) 2 

Based on the equations (3) and (5) we can find the appropriate estimated parameter.s of 

gamma-and: log normal pdf s whi,ch fit weU with -real vjdeo .data .. 

3.3- AR Modeling~ ofMPEG 

The-model-s tha-t we have describ-ed in ther>tevious s'ection-~canrurt approximate the 

traffic behavior of a VBR MPEG video source_ This- occors bec-ause-each sample that is 

generated accordi-ng to the probabili-ty density -functions -is independent of others. 
, 

Therefore no correlation among them exists. However .they are used for some other 

models (see DAR Models which require to know the PDF of the source. In this section 

we describe linear models _based on the correlat-ion function (or aut-o covariance) of an 

-MPEG sequence. 
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Analysis: 

Let x(n) be a stochastic process with n=O, 1, ... ,N. A k order autoregressive model for 

x(n) is defined as 

k 

x(-n)~=-Z:a,x(n -i)+ h,e(n) ................................................. (6) 
i=l 

Where e(n) is an independent and I-dentically Distributed (i . .i.d) variable with mean fl1e. 

variance 1, and ai. b contents. In order to minimize the square value of-error, that is the 

·min{E(:e€n)2
)} we conclude to the Yate-Walker equations 

R.a =-r~.: ......................................... (7) 

Whe:r;_e R ,is- a toeplitz m-at-rix with elements t-he .a-~:~tocovariance values x{n). whica- -is 

-d~o.teri~a:s:r@ = E.{x~~}-:m,.)(:x(-n-j.)--md:} 'Wher:e~ a.the vector of the unknown _parameters ai 

The Jnea-n value of-error m.: and the unknown parameter h .are given by 

.k 

-m; +-Z:a;m; 
me = --'=~1'---aud!J: = r(O) + cuk .................................. (8) 

The autocov:ariance function of an AR mo-del· for l>k is 

.r(/) = - Z::-a;r(i) ...................................................... (9) 

.Incase of k =lit can be show1-1 that r{n) = h , a1n meaning autocovariance 
(t-an 

has-e"Jfp:onential-hehm~iuur. 

If-"k>l we_can_.fi:ndnrarthe autocovarianc:e consist-s of the sum of exponential fimctrons. 



Modeling and simulation Results 

.4.1 ModelingofVB1l MPEG Video source 

. The pictur-e sizes of the VBR MPEG video data streaj'ns are modeled by 

the hierarchical source model presented in (see Figure) that is based on the GOP

periodic exponential transformation of the fast fractional Gaussian noise random 

process (ffGN). This model takes the first and second order statistical properties 

~anrl· the short-'and .Jong-temn ·coHelation characteristics of the VBR MPEG vi:iieo 

data· strearns,..,into account, .including long- range ·dependence (LRD) -effects. Ihe 

~deL can:be adapted to re~resen.t..af!y MPE-G encoded video sequence QY ·seven 

oparameters tfua·t can be· derived e. g. from an .empirical se:quenee. In the 

.following, the ~basic equations .necessary t-o -imp1ement the· ffGn .process for the 

scene activity generation and the ·transformation to -get the picture sizes will be 

_presented. The ATM packetiztion process used for the simulations will be 

;described shortly. 

At the·scene-level, an ffG:n process is used to approximate the LRD behavior of 

YideG>"sources at. that time..:sc<ile. The ffGn process .Xr (t, H), t E N, H E {0.5, -1] 



generates a sequence of N(O, I )-distributed random variables with an autocorrelation 

function that approximates the autocorrelation function 

I VBR MPEG ATM v.ideo source I 
l 

~ 

Scene activity X 1 ( t, Hf !Picture size ~ (t) 
~eneration peneration ~IPacketization 

t .. _-... . .. , ... ... ..... 
Scene level Picture level Cell level 

' 

Figure 2. VBR MPEG A TM-video sou-.. ~e model 

of these :discrete fracti·onat Gaussian noise random p_rocess AB8 , that is exactly second 

.G:r:.der-self-sim1lar. Tfre_JfGtLpmces·s is constmcted_as the.sum-0falow frequency term 

N(nflGn) 

X 1{t,H) = LWkXMG(t,r_k-) (2) 
-k=l 

and a high frequency term Xh(t,H). The Markov Gauss processes XMa (t, rk) are defined 

.:as 

-(3) 

Where G~.:{t), k ·= 1, ···-·~- N(nm:;n), t E N denote-sequences-ofindepenclent standanl 

.nermally distributed random variabies-. The log--! covariance rk is defined as 
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(4) 

and the weight factors Wk are determined by 

w:2 = H(2H -l)(Bl-H - BH-I) B-2k(l-H) 

k rp-2H) 
(5) 

The number N(;oGn) of Markov-Gauss processes, depends -on the number -nffGn of 

consecutive random numbers that shall exhibit the -Uti) property. R is defined by 

N(nffGn) = [ln(Q.ntrGn)/In(B)] (6) 

The ftDn process is, besides the time t and the Hurst parameter H, depending on 

two -additional parameters, then .base B and the quali-ty Q. These parameters -define the 

accm:aey of~t=he appro;x:imation of the d-fGH randem _pr:ooess -an'€1· its autocBrrelation. 

functi-on-fhat i-s ~a-Ghieved by the ffGn random pr:ocess. As-=B ---+1 and Q ~ oo the 

-ap.pmxnnarion will impwve. Reasonable ranges for fhe. parameters B .and ~-- ar::e -B 

E fl.l;2.0JandQ E[-1 0,20] to achieve accurate LRD behaviour. The. high -frequency lerm so 

.that the random variables of the ffGn random proces-s are N {0, 1 )-distributed. -It has to be 

chosen. according-to 

X-(t H)= 1- H(2H -l)BH-t·G(t) 
H. ' · r(3 - 2H) 

(7) 

T;able 2 LRD accuracy of .the ffGn random process {B=2, ·Q = H>~ ntJGN = J-01'>000) 
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Desired H 0.6 0.7 0.8 0.95 

Measured HRS 0.58 0,68 0.79 0.91 

Where again G(t) is a sequence of independent standard normally distributed 

r.andom variables. Table 2 shows~the resu1ting Hurst parameter HRs that is measured- using 

the RS-ana'lysis [Ma ·wa ·69a,_Ma- Wa '69b 1 in cemparison with the desired-H that was used 

as an input parameter for the flGn process. 

Based .on the ffGn process Xt(t,H}, the picture sizes X(t) are generated using the 

transformation 

[
-

- . _ _ _ _ · . Varf~k J X{t?·~:-· _ Jn[l-r __ . _ .. ) . - . E[X ]1 
'- . k·. 

(~) 

The::rand:orn~variab-Ies_X", -k E {1, .r-~ B J -denote the I,. -p and -R picture~sizes. For 

the. picture"":size ofthe~pictut:ewith -number -t, ·t E N the-parameter k ·is chosen acrording.to 

the MPEG GOP' pattern. 'fhe probability density function fx(x} of the-picture sizes X(t) is 

_given by fx(x) =· L pkfx (x) 
k-e·{l.P.B} k . 

(9) 

Wherefx(x) ' k E {l,_P, B-} denote the lognormal-pr.ob.ability cdensity··functions- of 

the tfu;.ee -pi:cture types and.J.lk is the probability .of finding .a--picture-of type -k within .the 
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The pictures are packetized separately into A TM cells that are assumed to have a 

payload of 47 byte. All the cells of a picture have to- be transmitted in a burst at a 

specified burst bit rate Rx, on(the burst bit rate is increased for a single -picture if it is too 

large for the specified rate) or equal-ly spaced over the available 40 ms (in the following 

this- is the-default case if ,no-JJtrrst bit rate is specified}. 

4.2 _Modeling ofMuttiplexer 

In order to investigate the feasibility and efficiency of the transmission of VBR 

video traffic in future A TM systems, understanding the behavior of a multiplexer and its 

performance is essential. The J\ TM- statistical multip-lexer is- .modeled as a- queue with 

deterministic service time. D corresponding to a link bit rate. ef RL Mbitis and a maximum 

queue size,pfS cdls. -It,isi'ecl"by NMux ~lilR MPEG ATM vi-deo:.:somces-

-MPEG~ 

.ATM 
Video 

-l 

* 
* 

Sources * 
NM~ 

I I I 1---------i D 

Figu.-e 3 Al'M multiple-xer model 

4.3 CONVERGENCE OF S-lMVLAXION RES-ULTS 

F-or the stationacy .ewtuation -of a technical-system via _discrete event. simulation, -it 

is essential to .assess .the con:v~gence of the system- behavior to ~- -steady- state. The 

:convergence rate. is depen-ding on-the system architecture .and the -cerrdation .struGture of 

53 



the stochastic process used to model rand01illy performing system components. In the 

case of an A TM multiplex-er with deterministic service time, the random processes used to 

model the sources decisively determine the convergence rate. 

The level of convergence can be described by confidence intervals that give the 

interval in: that the real value of a variable is located: with {)rebabilitJ- {e:g. 9~/o or 99%)~ 

based on the measurements taken during the simulation runs. ~For a discr-ete 'time 

stochastic process (sequence of random variables) {Xt}, t EN, t-he concver.gence of its 

mean 

t 
x** = _! _"Lxi 

t 2 . I. 
I= 

(lO) 

is of .basic.-in.ter-est. T.hus, in- the fo-llowing the -c<:rrrver.gerrce :Qf the -mean Xt"** -of a 

sequence~ofcstandard.-nonnally distribl:lted -random varjahles {XG}:with--zem mean and uriit 

V~ance "with odifferent CGrrelation struct,t:u:es wilL :be ev-aluated:;n ierms:-Of itso.:confidence 

inteFVal size, :Since- this _type of process is used to mo:del :the scene level within-the VBR 

MPEG. video source model. The confidence interval 

[-z 1 , z_l ] +r . -+:.-r 
(11) 

2 2 

is tlelimited by. the l + r quantile z 1 with 
2. +r 

2 

-(12) 



where <l>(x) denotes the distribution function of the standard normal distribution. 

If { Xt} is a sequence of independent identically N(O, I )distributed random variables~ x··~ i-s . 

distributed according to N(O, lit) and the confidence interval is given by 

(lJ} 

For an exactly second- o-rder setf.:.simi1ar ·s-tandard nonnally ·distributed Eandom 

.process, the variance of it mean x;* is given by [Cos 84] a--s V AR {x;•] = f2< 1-m and 

so ·its result~ng confidence interval-i-s 

·[ 1 1 ] ---z ____ ... 
_ . ,11:-H t:! 'rl-H ~-!:r 

(14)" 

••• _ The mean X f (I, H} of a standartf nonnaUy distributed'CftEn-prm;e!ffi- is calctdated 

:according to 

The -t:andom variables of the Markov Gaus-s process Xw;(t,r-J.:) (see~equati"tm 3) can 

J;,e restated .as a ·mo\cing .average process 
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t 

2::>-r-IGk(i) fort>! (16) 
i=2 

Therefore, their sum can be written 

Since the random variables GJZ(t) are mutually independent and N{O, I }-distributed~ 

t 

the random variable 7 L X MG (i ,rk ) i;\' N( 0, 0' ~/Cr_,,,. k)) distributed 
i=l 

, l t-1 I -] 
0',\Jc (t, rk) =- + 2L -:-'~ 

t i=l I 
-(18)-

-Consequently, the weighed sum of -all -!Y1·arkov -Gauss ,pmcesses 1s normally 

distributed_ with zero mean and- variance a:~f(-;:(,1}- ·with. 

( l-9} 

The high frequency term Xh(t,H) is a sequence of ind-ependent identically standard 

normally .distributed random variables with .zero mean and variance 

0'2 = l- 1 (2H- 1-)-BH -J 

h f{3-2Hj 
(20~ 



Hence i L xh {i,H) is N(o, (J"Yz'l- distributed_ Finally, x~* (t,H) rs normal~y 
_) 

distributed with 

'[ -** ] E x
1 

(-t,H). = 0 and {21) 

--[- ** . -] 2 (J"~ VAll X f (t, H) = a _\1(3_(1) + -
1
- (22) 

and its confidence interval to the confid-ence le~el y re·sults in 

[-
2 a; l 

a \f('(t) +-=I . . _, -:-r J (23) 

Inc-Figure 4-, the 95% confidence :int-erva-l sizesc for standard normaHy. -distributed 

cexactly second order self,.similar p.roces-ses wit-h cl1fferent".HUF5t1Jammeters H-are depicted· 

-aGcording_ to equation 14. With increasing H the confidence int-erval -size· decreases much 

slower compared with a sequence of unc:orr-elated' random variables (H = ·0.5). 

Consequently, to achieve a desired confidence interval size for the simulation result, the 

simulation a desired confidence interval size for the simu-lation resul-ts, the simulation 

progr-am has to run considerably long. E.g_ ·to achieve a- confidence-int-eFVaJ size of 1=0-l 

the ·simulation takes mo-re than four orders of magnitr.rd:e :longer fur H =-0'.8 compar-ed.to 

Jl-= 05. For H ~ 1 the confidence interval si.z-e -eY.en=stay:S" eonstant, i-ndependent of the 
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simulation duration. This is an indication for the fact that the boundary of the stationary 

region of the random process is reached. 

95% Confidence 101 

Jnterval size 102 

-H-= H.5 (iid) · 
H=0.6 
H=0.7 
H=0.8 

10~ 

Timejnterv.aLt 

107 

'Figrrre-4. ·Confidenc·e interv.al .. s.ize:::of:X~ ·ofse(;ond ord-er sclf 

~iinitar stod:rnstic:.processes-5for'War.yi~g H 

·since the ffGn random process is approximately self-similar, the degree ef self-· 

similarity and thus the convergence rate of its mean random process depends on the choi.ce 

of its parameters B. Q and nffGn. Figure 5 shows the confidence interval sizes for an ffGn 

precess with H = O.R in comparison with th.ose of an exactly second· order self-similar 

,stocha-stic pmcess and a sequence of uncorreJ:ated. N .(:0,1)-distributed random variables. 

The larger the number of .desir.e·d sam:ple RggGn_is chosen, :the better is the ahility :efthe 

ffGn process to mod~! the self.:similar beha-vior. T-herefore, for larger the slope of the 

5X 



exactly self-similar random process before it starts to decay as fast as the confidence 

interval size of the incorrelate random variables. 

4.5 ATM MULTIPLEXER PeRFORMA-NCE EVALUATION 

The :perl'on:nan.ce of~arr A TM :st.atisticaJ multiplexer is. evaluated. at the .celt,_ ·picture 
\ -

and scene level to =demonstrate the impact oft he ·sour.ce _par:arneters at the different time· 

scales on the multiplexer behavior and the QoS perceived by the video data stream. 

~Confidence 

Interv.al size w-2 
-- iid(H=0.5) 
-···-········ llil\]11 = 5 

----nuun = -100 
- __ llm_111 = 10000 

1-0-4 ------exactly fractal 

Figure 5 Confidence interval size of..:the1TGn mean value process. 

x·~(t,H) (H =0.~ B=L l, ·Q = 20) 

4.4.1 Cel[L:erel 

#\t::the..e.elHevel, the-way in that-the ATM cclls-oft-he~se.outiv.epictur-es..are sent 

determines:.the short-term-characteristics of-the .cell stream. Thus, ·the packetiution 



·n- 1... .~....:1· -1.-0-2 r-rolilat111-ty 
-. 

0 3 6 

FiguFe .6 

Celki'Oss -pre b:rbil'ity V'i-d:ependin:g:=an ·bursrbit'5mt-e 

Rz;rm(t\-=0.82, S=-50, N Mu:~=40,Rt,~ 100- Mbit1.S) 

process has a strong impact on the performance of a multiplexer with a small -buffer. 

F-igure 6 illustrates the inffuence of the burst bit rate Rz.on on the cell loss probability V z, 
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of a multiplexer with a buffer capacity of 50 A TM cells. It clearly shows the increase in 

the cell loss rate due to the increase of the on-off characteristic of the source cell streams 

when most of the frames are sent with a burst bit rate larger than the bit rate necessary for 

an equally spaced play out. 

~Buffer Size cPDF 
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50 100 130 2QO 250 J00 

Bt.ttler size-s {Gel1s] 

Figurce 8. ·s-uffer size pm:babilit-y density'function-{PDF) 

F .SA(-s} at cell arri-v-als .(A= 0:93) 

4.4.2 Picture Levet 

·Since the MPEG encoding algorithm uses three different picture ty.pes in a periodic 

'GoP ,patter, the resulting A--TM_ cell stream reflects the ,perio-dic hit rate -variations. 

Therefore,_ the phase relations of the VBR MPEG ATM ceH streams: with each :other 

influence t-he character-i-stics of-the _overall input cell stream-to the multiplexer-amt:thus :its> 

1rerrormanc:e.: The wo:rst case is that a:JI sources .are in phase :(identical phase r-elat-ion};-'i:e. 

-the· start -ofthe GOP- patterns of" all sources are al-igned. The sm-oothes aggr:egated -ce1f 



stream results from a cyclic starting pattern for the GOPs of the different sources (cyclic 

phase relatien). 
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Figure 7(a) shows the dependence of the cell loss probability Yz on the buffer size S for 

different phase relations lf it is possibl:e to choose a cyclic phase relation, e.g. by a video 

on -demand system, it is possible to ~tower the cell loss ratio at the picture level by more 

than four d:ecade:s. Even compared cwith the case -of a random phase: selection the cycl-ic 

:phase Felation-,aehieves a gain oftwo doecc:rdes. -'f-0 .achiev:e a -certain ,eell: lo:ss :Pmhlae:ilityc 

t-he cyclic phase r-elation increases the admissible- Joad- of the: multiplex-er ·by a factor of' 

about 2:4-compared with the worst case relation. The Hurst parameter H has no effect on 

the cell1oss ratio for butfer-siz.es up to several hundr-ed cdls. Figure 8"fu:rther empfiasizes 

that- the Hurst buffer sizes are -used. The probability -dens-ity functions f sa(s) of the_number 

of cells Sa that-are already wait-ing. in the buffer when a new _celt arrives have a pot-like 

shape and: -we almo·s-t in<;!:i:s-tingJ;aisnabl:e for -a Hur-st Jl_arameter :C-Ff :belongs f0.5-, 1.0]. 

Therefore, .the mean ceH cl:elay and~rhe ,cell .delay variation as weU a-s the cell-loss -ratio ~re 

independent.ofthe~Hdrst pa-rnmeter·fon1'tediumJruffer _size.s•. 

The behavior of VBR MPEG video data streams at the scene lev.el is characterized 

by the Hurst parameter H that i-s mainly depending on the video contents. Fig. 9 displays 

the influence of video data streams with identical probability -distribution functions for the 

picture size but different Hl.'lrst-~par-ameters H on the <Jell los-s :pmbability Y,. For Fig .. 9(a1 

three different pjct-ures types are used- wberea:s in-Fig. -9(b) a :single lognormal;P:DF is used 

w~tb.the parameters. of all pictures from Tabie. L Atlar:ge- hutJer--sizeslhe impact:·of .the

Hurstc parameteLis--dea,;ly -v,isihle. Video da-ta str-eams. wi-th -a high Hurst parameter will 

cause .a" cell loss- ratio that· i:s orders of magnitude higher tban:.tbat ~of str-eam with a Hurst 
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parameter close to 0.5. Figure 9 also shows that the use of I, P, and B pictures gives an 

additional-drop in the cell loss ratio and the slope of this decay is steeper compared .to case 

(b). 

The corresponding buffer size ·pl)f s fsa(s) are ·depicted in the -Fig. 10 and 11 for H 

= <i>".Sand,ff = 0. 95. They have basica1ly the .same· pot like .. 
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system. 

Chapter-5 
Conclusion 

There are two alternatives to determine the stat-istica1 behavior ofa technical 

{l} Ana-lysis. 

{2) Simulation. 

Analytical techniques are difficult t-0 awly ·to comple-x- systems or source 

modeL So many performance eyaluation studies are -~onaucted using discrete event 

simulation. fu thi-s dissertation we studiedthe -impact of complex stochastic...:p.rocess, 

that.ar.e11eeessary' to rea11'stica-II y characterise VBR ~G ~ioe.o . ..,data:::-cstream:s; 'On-the 

behaviour of~an NfM multiplexer and it-s evaluation via :di-screte event simulatioR A 

hierar-chical VBR WEG .souEce model was-us.ed to ~capture--t-he-behaviour of suGh-

sources- at the scene, picture and cell level. The LRD- correlatien structures of the 

stochastic processes used to model the scene level of the video-:data streams _,have a 

significant influence on the simulation duration. In the case of second order self-

similar random processes the convergence -rate. of the mean is .directly related to the 

Hurst parameter. The higher the Hurst parameter -of a stochastic process is, the slower 

is 1he· decay ofthe confidence interval -si-ze or-its mean. Eor the approximately self-

similar ffGn r.andom process, the convergence rate additionally depends on the :time 

span-for that the approximation is intended. 
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The multiplexer behavior in terms of the quality of serv1ce parameters 

perceived by the video data streams mirrors the three levels of the video source 

model. The cell loss rate decreases at three distinct slopes with increasing buffer size 

according to the fluctuation of the interarrival time introduced by the packetization 

process, the picture size variation and the long -term scene 'level activity fluctuations. 

Wit:h- sma:JT buffers, 1:he .ceH loss rate increases drasticaU-y when the= ATM 

segmentation pmcess dusters the ~cell of in-diVi-dtia'l _p-i-ctur-es in bursts instead of 

smeothing thel.r transfer as goed as possible over the- picture _du-rat-ion. At medium 

-buffer sizes, the phase relation of the multiplexed VBR MPEG video data stream is 

essential. If -it is possibl-e to influence the mutual pha-se relations, the cell-Joss rate can 

:be lowered by several orders of magnitude. Einally, when usi-ng large buffers, the 

-degree of long-r-ang~ -dependence- pr:es-ent in ·the ¥BR MEEG video data stream-s 

determines- the cell loss rate. ln any ca-ses the cell delay PDF-s -have_ a._pGlt-like shape 

.and their asymmetry _is depend:i-ng on the .choice of the source medeJ par--ameters and 

~the multiplexer buffer size_ 
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