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Abstract 

Mobile Cloud Computing is an emerging technology in today’s digital era which enables 

mobile users to exploit the services provided by the Cloud. It avails the advantages of 

both Mobile Computing and Cloud Computing and at the same time it leaves out the 

pitfalls of these technologies. In traditional Cloud Computing, only the resources 

provided by the stationary Cloud were borrowed but the cooperation based architecture of 

Mobile Cloud Computing opened the door to utilize resources of mobile devices of local 

network itself. In cooperation based architecture of Mobile Cloud Computing, mobile 

devices share resources such as CPU, memory, bandwidth and application etc. to perform 

some task. 

Resources are needed to perform any task. Since there may be multiple mobile devices in 

cooperation based architecture serving as providers, it is necessary to find the appropriate 

devices. There are some issues for fulfilling this vision such as connectivity, offloading, 

resource discovery and heterogeneity etc. Among these issues, resource discovery is the 

most important issue. Mobile devices rely on battery power; therefore it is necessary that 

the employed resource discovery method must be energy efficient. The method should be 

delay sensitive as well because services are performed immediately. 

Adaptive resource discovery in Mobile Cloud Computing is one of the existing works for 

resource discovery method. A centralized server measures the energy consumption in 

flooding mode and centralized mode and selects the most suitable mode for the next time 

slot for resource discovery purpose. Although this approach is good enough, it purely 

relies on the centralized server for selecting the best mode. It does not mention the delay 

required for performing resource discovery task. Both these methods; flooding or 

centralized, have their own demerits. For example, flooding incurs a huge traffic whereas 

centralized method has single point of failure along with the overhead to maintain 

consistent information to the server. Centralized method cannot be applied in the case of 

ad hoc network where the Internet connectivity is not available. 
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The proposed method is a scalable approach and based on the clustering of the mobile 

devices where the mobile devices are large in number in a network. In this method, 

though a centralized server is maintained but is just used to store the identification of the 

cluster heads. Thus, the information stored on the server is very less and therefore a local 

mobile node can play the role of the server. For reliability purpose, this information can 

be replicated to another server also. There will almost be negligible overhead in doing 

this, because the information to be replicated is very less.  

The performance of the proposed method depends heavily on the parameter on which the 

clustering method is applied. Keeping this in mind, clustering has been done based on the 

parameters such as battery power, distance, mobility and signal strength. Battery power is 

the most crucial parameter for the longevity of the mobile devices. Mobility, distance and 

signal strength parameters are responsible for maintaining the stable clusters. 

Performance evaluation, of the proposed model, is done by the simulation. The 

experiments have been carried out on large number of requests and other varying 

mobility parameters. A comparative analysis is also done for the energy consumption and 

delay requirement of various other contemporary methods which depicts the effectiveness 

of the proposed method. 
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Chapter1 

Introduction 

The idea of Cloud Computing is not new. It was already seeded fifty decades ago. In 

1969, Leonard Kleinrock [1], one of the chief scientists of the original Advanced 

Research Projects Agency Network (ARPANET), said: “As of now, computer networks 

are still in their infancy, but as they grow up and become sophisticated, we will probably 

see the spread of ‘computer utilities’ which, like present electric and telephone utilities, 

will service individual homes and offices across the country.” This concept has become a 

reality now and the technology which is actualizing this thought is termed as Cloud 

Computing. 

Cloud Computing enables the users (individual, group or public) to use the services or 

resources provided by Cloud on pay per use basis, anytime and from anywhere. The only 

requirement is that they must have some sort of medium, most probably Internet to access 

these services. Many agencies have defined Cloud Computing considering their different 

aspects but most appropriate definition, given by National Institute of Standards and 

Technology (NIST) [2], is as below. 

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources (e.g. networks, servers, 

storage, applications, and services) that can be rapidly provisioned and released with 

minimal management effort or service provider interaction”.  

Many technologies such as Parallel and Distributed Computing, Cluster Computing, Grid 

Computing, Utility Computing and Virtualization have contributed to foster the Cloud 

Computing. Another definition which defines ‘Cloud’ in the most relevant way is given 

by Buyya et al. [3] as follows. 

"A Cloud is a type of parallel and distributed system consisting of a collection of 

interconnected and virtualized computers that are dynamically provisioned and 
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presented as one or more unified computing resources based on service-level agreements 

established through negotiation between the service provider and consumers.” 

Most of us, who are using the Internet, are using the Cloud services knowingly or 

otherwise. Using any email service, social networking sites or any online application are 

example of the Cloud services. Google Documents, Flickr, Windows Azure, Hadoop and 

Amazon EC2 are some specific and popular examples of Cloud services. The following 

keynotes validate that the Cloud is beneficial to service providers as well as users. 

From User’s Perspectives- 

 A startup company cannot afford to invest in huge infrastructure. 

 Users want to access their data any time ubiquitously. 

 Many companies want to focus on their application logic. They don’t want to 

bother about the maintenance and scalability issues. 

 Some companies want huge infrastructure but for a very short period of time. 

Service providers are having lot of resources/services. They provide these services to 

users and ultimately make money from them directly or indirectly. 

From Service Provider’s Perspectives- 

 Service providers may have surplus infrastructure, so they want to rent it. 

 They may be having infrastructure and middleware also, so they are able to host 

applications. 

 Some providers have infrastructure and application services to provide. 

1.1 Essential Characteristics of Cloud Computing 

Some essential characteristics of Cloud Computing are as follows [2]. 

1.1.1 On Demand Self Service 

Whenever a user needs services, she can access those services automatically without any 

human intervention.  
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1.1.2 Broad Network Access 

Cloud services are available over a large network. Therefore, these services can be 

accessed through heterogeneous platforms such as PC, laptops, mobile phones etc. 

1.1.3 Resource Pooling 

Computing resources like CPU processing power, storage, memory etc. are pooled to 

handle multiple consumers’ requests using a multi-tenant model. These resources are 

allocated and released dynamically according to consumer’s demand. User has no idea 

about the exact location of the assigned resources. Sometimes, it is possible that a user 

can mention location such as country, state or a particular data center if the provider 

agrees on it. 

1.1.4 Rapid Elasticity 

Cloud resources are assigned rapidly as the need of resources increases. Similarly, 

resources are released quickly as soon as the requirement diminishes. 

1.1.5 Measured Service 

Cloud systems use a metering capability for control and optimization of resources. 

Transparency is provided to both consumers and service providers by the monitoring, 

controlling and reporting mechanism. 

1.2 Cloud Service Models 

The services, provided by Cloud, have been categorized in three models as shown in 

figure 1.1. Briefly, these are as follows [2]. 

1.2.1 Software as a Service (SaaS)  

This model enables the consumers that they can access Cloud applications without 

installing them on consumers’ site. This way, consumers become free from maintenance 

issues. They need not to pay the cost associated with software licensing. Applications can 
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be accessed by any device with a thin client interface (web browser etc.) or any program 

interface. Google Documents, Facebook, Salesforce are some examples of SaaS. 

 

Figure 1.1: Cloud Service Models [4] 

1.2.2 Platform as a Service (PaaS) 

In this model, Cloud provides development tools, programming languages, libraries and 

services so that the users can deploy their own applications on the Cloud without 

worrying about the underlying infrastructure. Users have their own control on the 

deployed application and configuration settings but the control and management issues of 

infrastructure such as storage, network, operating system, memory requirements, all are 

handled by the provider. Hadoop, Windows Azure, Google app engine are leading PaaS 

providers. 



5 

 

1.2.3 Infrastructure as a Service (IaaS) 

IaaS model provides users the Cloud infrastructure such as storage, processing and 

network. This infrastructure may be physical (hardware) or logical (Virtual machines). 

Consumers can use these resources according to their requirement, for example to deploy 

applications, to run a software, for storage purpose etc. Still user has control over 

operating system, storage, applications and some network components. Amazon EC2 and 

SSS are some major providers of IaaS.  

1.3 Cloud Deployment Models 

Depending on the design, four types of Cloud deployment models has been suggested. 

1.3.1 Private Cloud 

This type of Cloud is conceived, designed and used to serve explicitly for a particular 

organization. The responsibility of managing and operating the Cloud is solely the 

responsibility of the organization which itself or with the help of third party maintains it.  

1.3.2 Community Cloud 

When some consumers of same community (same objectives) from different 

organizations share the resources of Cloud, it is termed as Community Cloud. Here, same 

community implies to groups that have similar concerns. 

1.3.3 Public Cloud 

This type of Cloud is used to serve general public. Cloud infrastructure is deployed in the 

premises of the Cloud provider. 

1.3.4 Hybrid Cloud 

Hybrid Cloud is a combination of the above mentioned types of Cloud i.e. private, 

community or public.  
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1.4 Mobile Cloud Computing (MCC) 

In recent years, use of mobile devices has increased rapidly. This has fulfilled the dream 

of “Services at the fingertips anywhere, anytime”. But some constraints of mobile devices 

e.g. limited battery life, scarcity of resources (computation power, storage, bandwidth 

etc.) etc. have been a bottleneck in achieving this. Researchers thought that emergence of 

Cloud Computing can be the most prominent solution to address these problems. The 

amalgamation of Cloud computing with mobile industry became as icing the cake to meet 

the need of twenty first century digital mission. According to the research of ABI (Allied 

Business Intelligence), Cloud computing services will drive the revenue of $3.6 billion in 

mobile enterprise application by 2019 [5]. 

Mobile Cloud Computing (MCC) is made of two most potential technologies of IT 

industry: Mobile Computing and Cloud Computing. MCC can be defined as leveraging 

the cloud computing services into the mobile devices (Smartphones, laptops etc.) through 

wireless networks. This states that all the computation and storage will be outside the 

mobile devices [6]. This brings the power to not only the smartphones but also to a wide 

variety of mobile users. Some of the existing applications of MCC are Google Map, 

Gmail and Cisco’s WebEx. 

1.5 MCC Architecture 

MCC can be viewed in two different ways which define its architecture [7]. These are as 

follows. 

1.5.1 Agent Client Architecture 

This is the traditional view of MCC which says that mobile devices only use the services 

provided by the Cloud to enhance their functionalities. Agent Client Architecture of 

MCC is shown in figure 1.2.  
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Figure 1.2: Agent Client Architecture of MCC [7] 

Mobile devices are normally having the least number of resources, so its processing and 

storage can be offloaded and performed on a centralized server. Central server is 

responsible for overall resource scheduling and management. 

Advantage 

‘Application independence on mobile devices and OS’ is the main benefit gained by this 

architecture. 

Disadvantage  

Longer delays are possible when the cloud is at a distant location from the mobile 

devices. 

1.5.2 Cooperation Based Architecture 

Today’s smartphones and more powerful devices have given us a direction of thinking 

that why these devices itself can’t be a part of the Cloud? In this architecture, mobile 

devices themselves share resources to form a Cloud through wireless communication. 

This new paradigm is also termed as “Fog Computing” [8]. Architecture of MCC, based 

on cooperation, is shown in figure 1.3. 
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Figure 1.3: Cooperation Based Architecture of MCC [7] 

Advantages 

Longer delays can be reduced to a great extent using local proximity. Also, proper 

utilization of mobile device resources is ensured. 

Disadvantage  

If there is a violation of meeting the needs of users, one is bound to switch to Agent-

Client Architecture.  

1.6 Advantages of MCC 

MCC has various advantages. Some of these are mentioned as below [9, 10]. 

1.6.1 Reduced Power Consumption/Improved Battery Lifetime 

Battery is the most crucial component in any mobile device. By offloading heavy 

computational loads to the cloud, it is possible to reduce the load on the mobile devices. 

Hence, lesser energy is consumed to compute the results.  
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1.6.2 Huge Processing Power and Storage 

Mobile devices have limited memory and computation power because of its size and cost. 

By utilizing the remote resources of Cloud, applications have no bar of processing and 

storage limitation.  

1.6.3 Easy Sharing 

Cloud provides us a platform where huge data sets can be stored. This allows us the ease 

of sharing our content e.g. images can be uploaded and processed in the Cloud instantly 

after capturing and users can share these images whenever they want it and from 

anywhere. 

1.6.4 Achieving Reliability 

Transferring the job of running applications or storage to the Cloud provides high 

reliability because data is backed-up on multiple computers in the Cloud. MCC also 

facilitates mobile users by giving the provision of virus scanning, authentication and 

malicious code detection services which may take a long time when performed on the 

device itself.  

1.6.5 Location Free Access 

MCC enables the users to access their data without having bound to be in a particular 

location. 

Apart from these, all other advantages of Cloud computing are also inherited by MCC 

which are extended further. 

1.6.6 Scalability 

Cloud computing can handle the varied requirements of users in a flexible manner 

whenever the needs grow or shrink. 
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1.6.7 Multi-tenancy 

Multi tenancy in Cloud saves the development and maintenance cost because many users 

are provided the access on the same software instance. 

1.6.8 Dynamic Resource Provisioning 

This ensures that users’ demands are satisfied without any wastage of resources because 

resources are allocated and released on demand without any pre-reservation. 

1.6.9 Ease of integration 

Different kinds of services from various service providers can be integrated easily to 

serve the user demands in a better manner. 

MCC is also useful to overcome the disadvantages of Cloud computing, as mentioned 

below. 

 In Cloud computing, the cause for a longer delay is server location at a distant place. 

But in MCC, this delay can be reduced using cloudlet [11] and nearest Cloud of any 

mobile device. 

 

Figure 1.4: Cloudlet Serving Different Devices [11] 
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 Cloudlet is nothing but a cluster of computers or simply a resource rich computer 

which is always connected to Internet and used to serve mobile devices. It is like 

“data center in a box” bringing the Cloud closer to mobile users. Cloudlet can be set 

up like Wi-Fi access points on distinct locations such as business premises or a coffee 

shop. A general concept of Cloudlet is shown in the figure 1.4. 

 In Cloud Computing, connectivity to Internet is must but in MCC, one can also use 

Bluetooth to connect with mobile devices in case of network failure. 

1.7 Applications of MCC 

Although there are numerous applications of MCC, some typical applications are listed 

below [12-14]. 

1.7.1 Image Processing 

One can use MCC to recognize the text written in some other language by taking the 

image of that text. One can request a Cloud to process that image and to convert it in 

his/her own language. 

1.7.2 Mathematical Tools 

Complex mathematical computation can be offloaded to cloud to get the results quickly. 

1.7.3 Antivirus Applications 

Viruses, malwares, spywares are major threats which are harmful for anyone’s data. To 

run antivirus software on a mobile device can be a very time consuming task. It can be 

done in Cloud by running antivirus software on the mobile clone which is pre 

synchronized with mobile. 

1.7.4 Natural Language Processing 

A foreign traveler can communicate to the local citizens by converting its native language 

to a desired one. 
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1.7.5 Searching a file 

In today’s world of smartphones, storage may be too large. Because of this, searching a 

file may take huge time. To improve the search time, one can perform searching process 

on mobile clone in the Cloud. Voice-based searching is also helpful for visually 

challenged people. 

1.7.6 Gaming Applications 

Some games e.g. chess require quick response time and they have small data sets. So its 

computation can be offloaded to Cloud. 

1.7.7 Crowd Computing 

Videos/photos from multiple mobile phones can be collected and merged to form a single 

video to view different angles of a sight. For example, in disaster management local 

citizens can be asked to take different pictures of destructed area and then to send it on a 

central local server. Rescue team can create a map from these pictures and accordingly 

use it for rescue operation. Another example of this can be “to find a lost child”. In a 

crowded area, if a child is lost, an SMS can be sent to mobile phone users in a suspicious 

place to take pictures of their surrounding area and to send it on a local server. Police, 

along with the child’s parents, can see those images and find the lost child’s image 

among them. 

1.7.8 M-Commerce (Mobile Commerce) 

It is a business model used for commerce using mobile devices. M-commerce 

applications include mobile payments, mobile ticketing and mobile messaging. Various 

challenges in M-commerce (security and low bandwidth) could be addressed by the 

integration of Cloud computing.  

1.7.9 M-Learning (Mobile Learning) 

Learner can access remote resources of learning and teacher can also establish better 

communication with students. Teacher can also check the knowledge level of students 
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and answer their doubts in a timely manner. All these are possible only by MCC because 

without MCC, issues like battery constraint and resource scarcity will surely create 

obstacle on the way to this application. 

1.7.10 M-Healthcare (Mobile Healthcare) 

MCC really can be a boon for monitoring health parameters such as blood pressure, level 

of alcohol and pulse rate. Health emergency system can be activated immediately and 

accordingly actions can be taken regarding patient’s health.   

1.8 Issues in Mobile Cloud 

There are several issues related to MCC [14, 15] as listed below. 

1.8.1 Limited Bandwidth 

Since MCC operates in wireless network, it suffers from the bandwidth limitation as 

compared to the traditional wired network. 

1.8.2 Resource Discovery 

In MCC, there can be multiple mobile devices which will be serving as Clouds. 

Automatic resource discovery is necessary to find the required resources, preferably 

nearby to the current location. 

1.8.3 Connectivity and Availability 

Mobile devices are not always connected to the Cloud because of cost factor, traffic 

congestion and network related issues. This will result in the unavailability of Cloud 

services. 

1.8.4 Heterogeneity 

Mobile devices operate in a highly heterogeneous network e.g. 3G, WLAN etc. OS 

platforms and other technologies also differ to a great extent. In such an environment, it 
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is very difficult to provide all the desired features of MCC such as energy efficiency, 

continuous connectivity etc. 

1.8.5 Offloading 

It has been shown that offloading a small computation may result in more energy 

consumption as compared to local execution. Because of this, it is very difficult to 

determine whether to offload the computation on Cloud or not. If yes, then how much 

portion should be offloaded to save the energy? 

1.8.6 Security and Privacy 

Same Cloud can be used by multiple mobile users. In such an environment, how to 

ensure that users’ data is secured. 

1.8.7 Reliability 

Clouds should be able to continue providing resources despite of any kind of failure. 

1.8.8 Pricing 

In MCC, multiple entities and users are responsible for executing a task. Therefore, the 

problem of setting a fair pricing scheme is definitely an issue. 
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Chapter 2 

Resource Discovery in MCC: The Problem 

As discussed in chapter 1, there are numbers of issues in mobile cloud computing. 

Resource discovery is one of the important issues, which has been addressed in this 

dissertation work. The details are as follows. 

In the cooperation based MCC architecture, multiple mobile devices will be serving as 

Clouds. Therefore, to accomplish a task using the services of Cloud, it is necessary to 

find out the required devices with the desired resources. This process is called resource 

discovery. Once the resources are discovered, resource allocation is needed to perform 

the task. A situation describing the need of resource discovery method is shown in figure 

2.1. 

 

Figure 2.1: Resource Discovery Process 
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The environment of resource discovery in cooperation based architecture can be 

understood by the figure 2.2. 

 

Figure 2.2: Resource Discovery in Cooperation based Architecture [16] 

In this environment, resources are not fixed at a particular location. As the device moves, 

its resources also move from one place to another. Therefore, whenever a device requires 

some resources, it has no idea of which device is having the required resources. For the 

identification of the devices, which will be serving as service provider, a mechanism 

called resource discovery is needed. 

2.1 Issues in Resource Discovery 

In the context of MCC, following issues must be kept in mind while designing the 

solution for the resource discovery.  

2.1.1 Mobility of Nodes 

Due to mobility of the nodes, it is very much possible that the resources discovered 

previously are not present at the time of servicing the request. Therefore, resources must 

be discovered when it is needed and such information should not be stale. 
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2.1.2 Battery Limitation 

The node, with very limited remaining battery lifetime, should not be considered as 

service provider as the battery will be drained quickly. Additionally, the method for 

resource discovery must be energy efficient because mobile devices are equipped with 

very limited power backup due to the small size of devices. 

2.1.3 Delay Minimization 

There is no point in discovering an appropriate resource with huge delay because 

resources are needed as soon as possible. So it is warranted that while discovering the 

nodes, delay should be minimized as much as possible. 

2.1.4 Scalability 

Resource discovery method should be applicable to a large network where the number of 

devices may be quite large. It should be based on the capability of devices to handle, 

service and forwarding the requests and also to maintain the desired information. 

2.2 Parameters for Resource Discovery 

Some parameters based on which a resource discovery is made have been listed as below. 

2.2.1 Distance 

While performing resource discovery, the closer neighborhood devices may be given 

preference in comparison to the nodes which are far from the requesting device. It is 

because serving a nearby device is economical in terms of battery power, collision, and 

delay. 

2.2.2 Signal Strength 

Wireless signal strength is also a major factor for deciding the provider nodes as there 

might be a case in which two nodes, located nearby, have a very large and thick obstacle 
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between them. Due to obstacle, signal strength may be very weak and so the required 

service is interrupted frequently. 

2.2.3 Coverage 

Resource discovery can be performed to serve different scenario. It can be classified 

mainly in two groups: 

I. For the whole network 

II. For the part of a network 

 

In the first case, resource discovery is performed globally in the network and all the 

devices which are having resources are identified. Identification information is given to 

the requester node eventually. 

In the second case, a criterion can be set up so that only some devices with the resources 

are identified. In this mode, whole network is not covered for the resource discovery. It is 

beneficial in the case where many devices are having the resources. Using this mode, 

local discovery can be performed to save energy and other QoS parameters. 

2.3 Resource Discovery Architecture  

The architecture for the resource discovery can be classified as follows [17]. 

 Directory based Architecture  

 Directory less Architecture  

 Hybrid Architecture  

2.3.1 Directory Based Architecture  

In this architecture, a directory maintains the information of the resources of the network. 

Further, the directory can be centralized or may be distributed amongst the nodes of the 

network. Centralized directory scheme has the flaw of “single point of failure” and 

scalability problem. Therefore, in a large scale and resource constraint network 

distributed approach is preferred.  
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Distributed approach is further classified as – Backbone based, Distributed Hash Table 

(DHT) based and Cluster based. In Backbone based architecture, a backbone of directory 

nodes is formed. Service providers register their services to one or more directory nodes. 

Backbone nodes are in constant communication with each other. Whenever a client 

requires resources, it contacts to the backbone nodes.  

In DHT based scheme, services are represented by keys and the keys are mapped to a 

particular region using a hash function. It is necessary to use the location information in 

this method. In Cluster Based scheme, several nodes make a cluster based on some 

factors e.g. distance, mobility, etc. Each cluster contains only one directory node which is 

responsible for storing the information of its local nodes.  

In Directory based architecture, huge communication cost is needed to maintain the 

directory otherwise consistency will be lost. 

 

Figure 2.3: Classification of Resource Discovery Architecture 

2.3.2 Directory less Architecture  

In this architecture, no information is maintained in a directory. Service providers and 

clients directly communicate with each other using broadcasting. Since broadcasting 

causes lot of traffic, in the network, several methods can be used to limit the load such as 

advertising range bounding, peer to peer information caching and selective forwarding. 

However, in these approaches resource information availability is reduced.  
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2.3.3 Hybrid Architecture  

In hybrid approach, service providers register their services/resources to a directory in 

their vicinity. If no directory is found then the information is broadcasted. Clients work in 

a similar manner. 

2.4 Related Work 

Resource discovery has been an important issue in the field of Mobile Ad-hoc Network 

(MANET), Wireless Sensor Network (WSN) and Peer to Peer Computing etc. Many 

methods have been suggested for this purpose. Some practical implementations are – 

JINI, Salutation, Universal Plug And Play (UPnP), Service Location Protocol (SLP) and 

Bluetooth Service Discovery Protocol (SDP) [18]. SLP, JINI and Salutation have been 

classified as Centralized Directory Based Architecture.  

SLP defines three types of agent for service discovery purpose; User Agents (UA), 

Service Agents (SA) and Directory Agents (DA). UAs are responsible for performing 

service discovery process. SAs are responsible for advertising the services with attributes 

and location. DAs are responsible for storing information about the services. These 

agents communicate through multicasting. SLP is not suitable for large network of 

devices. JINI uses lookup servers for storing resources information. Clients’ requests are 

handled by these servers. The devices which are based on Java (Java Virtual Machine), 

only can take advantage of JINI because it only supports Java. Salutation is based on 

directory called Salutation Manager (SLM). Service information of a device is registered 

to its own SLM. Each SLM frequently checks the service availability of other SLM. 

UPnP is based on two entities called control points and devices. Control points act as 

directories. Multicasting is used for service request as well as service advertisement. 

Therefore, it is also not suitable for the large network. Bluetooth service discovery 

protocol (SDP) is used specifically for Bluetooth enabled devices. It uses two modes for 

service discovery i.e. service searching and service browsing. Service searching is a 
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method in which a requester generates a query containing all the required attributes of a 

service. Service provider only replies with the specific service which was queried. In 

service browsing mode, a requester sends a generic query to the provider and provider 

replies with all the services which he has. SDP is only capable of finding the services in 

one hop neighborhood.  

A location based method has been proposed in [19]. The Content Server (CS) nodes 

advertise their content along a certain geographical direction. In that path, nodes will 

cache the information of the content and CS. These nodes are called Content Location 

Server (CLS). Client requests are also forwarded in such direction so that query should 

intersect at least one CLS. Although, this mechanism is good enough for dense network, 

it is not well suited for a sparse network. 

Crossing layer strategies are those, in which service discovery mechanisms are combined 

with routing layer protocols [20]. Definitely, the number of update messages is 

significantly less but compatibility problem will surely arise. Different implementations 

are needed for different types of routing protocols. 

A method, similar to the proposed model in this work, is proposed in [21]. The main 

theme of this method is also clustering but it is based on only directory coverage i.e. 

number of nodes in the neighborhood of directory. It does not consider any other 

parameters e.g. mobility and battery lifetime etc. 

To the best of our knowledge, the only research work in the field of resource discovery in 

MCC is in [16]. In this, the energy consumption is calculated using both the methods; 

centralized (directory based) and flooding (directory less). In centralized architecture, all 

requests are sent and serviced by a central directory. In flooding based architecture, 

requests are flooded throughout the network. Among these two methods, the method 

which is more efficient for the next time slot (based on the previous time slots) is selected 

for the purpose of resource discovery. If a large scale network is considered, the simple 

centralized method cannot be preferred because a single directory cannot handle all 

requests. Similarly, flooding method incurs a very heavy traffic. Hence, a more suitable 
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approach is required for a network where the numbers of nodes are dynamically 

exceeding. Also, this adaptive method does not eliminate the flaw of ‘single point failure’ 

because the computation of selecting the appropriate method for next time slot is carried 

out on a centralized server. Delay is also more because the server is located at a distant 

location. 
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Chapter 3 

Resource Discovery Process: The Proposal 

As discussed earlier, the work in this dissertation deals with the resource discovery in a 

Cloud with heterogeneous network. For this, two modes of network are considered as ad-

hoc Wireless LAN (WLAN) and 3G network. When a device has to communicate in a 

local network in its vicinity, it uses WLAN mode to save energy. A device uses 3G mode 

when the communicating node is at a distant location. The proposed model performs the 

resource discovery process by forming the clusters of devices. The details are as follows. 

3.1 Clustering Method 

Clustering method deals with the clustering of the devices which is done based on some 

characteristics. Each node, in a cluster, is either treated as a cluster head (CH) or a cluster 

member (CM). CH is responsible for maintaining the resource information of its cluster 

members. Clustering is performed in a distributed manner [22]. 

The clustering process, followed in this work, is based on four parameters. 

3.1.1 Mobility 

The clustering of the devices is decided based on the mobility parameter of the devices. 

The node which is comparatively less mobile with respect to its neighbor devices is given 

the preference to become a CH. The reason for this being the longevity of the cluster 

head. A node with least mobility is more likely to continue and serve as a cluster head for 

a long period of time. This will serve the requirement of a stable cluster formation as 

least mobile nodes can remain the CH for a longer period and hence avoiding the 

overhead of frequent cluster formation.  



24 

 

3.1.2 Distance 

Another parameter to decide the cluster head is the distance of the mobile nodes with 

each other. The CM is kept at most one hop distance from its CH. So clusters are formed 

with the nearby devices. This way, while performing the local discovery among a cluster, 

energy is saved and delay is minimized. 

3.1.3 Signal Strength 

Another important parameter may be the signal strength of the mobile devices. This 

parameter is not explicitly maintained. The calculation of mobility is also based on the 

received signal strength [23]. 

3.1.4 Battery Power 

Mobile devices are equipped with the battery to sustain. Preference of becoming a CH is 

given to a mobile node which is having high remaining battery power with respect to its 

neighbors. This parameter is important because CH node has more responsibility as 

compared to CMs. This way, CH node can serve for a longer duration as it is having 

more battery power. 

3.2 Cluster Formation 

For the cluster formation, each mobile device is referred as a node. The steps of the 

clustering algorithm are as follows. 

1. Each node sends a hello packet to its 1-hop neighbors. The signal power which is 

detected at the receiver node, in this step, is denoted by Rpower1. After moving some 

distance, again nodes send second hello packet to their neighbors. The signal power 

detected by the receiver node at this step is denoted by Rpower2. 

2. A relative mobility metric (Mob P Q) at a node P with respect to node Q is calculated 

as given in equation 3.1 [23]. 

Mob P Q = 10 log 10  
Rpower2 (𝑃→𝑄)

Rpower1 (P→Q)
                              (3.1) 

Where, P is the receiver node and Q is the sender node. 
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3. Each node now sends this relative mobility metric and its own remaining battery 

power batpower to all its neighbors.  

4. Every node calculates an aggregate mobility metric based on the variance of all 

received relative mobility metric. The aggregate mobility metric at node P is 

calculated as given in equation 3.2 [23]. 

Mobaggr (P) = 
𝛴𝑄=1

𝑘 (𝑀𝑜𝑏𝑃𝑄)2

𝑘
                                             (3.2) 

Where, k is the number of neighbors of node P. 

5. The aggregate mobility value which is calculated in the previous step is sent to every 

neighbor. 

6. Every node calculates a function value Clusfunc as given in equation 3.3. 

Clusfunc = w × Mobaggr + (1-w) × batpower                      (3.3) 

Where w is the weight factor and 0≤w≤1. 

7. The function value which is calculated in the previous step is also sent to each 

neighbor. 

8. The node which has the minimum Clusfunc among its neighbors, declares itself to be a 

CH. Other nodes will declare themselves to be CM. 

9. The node which has more than one CH in its neighbors will join the CH who has the 

minimum Clusfunc value among those CHs. 

This algorithm ensures that no two CH are 1-hop neighbors. For simplicity, steps 8 and 9 

are written in an abstract way. The detailed working can be understood by considering 

two types of packets as given below [22]. 

1. CH packet 

2. Join packet 

Whenever a node decides to become a CH, it sends a CH packet to all its neighbors. 

Upon receiving CH packet neighboring nodes come to know that there is a CH in their 1 

hop distance. Similarly, whenever a node decides to become a cluster member of a 
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particular CH, it sends a join packet to all its neighbors and hence informing other nodes 

that it is not in the competition of becoming a CH. 

This results in two cases as follows. 

On receiving a CH Packet 

When a node x receives a CH packet from a neighbor y, it checks that all other neighbor 

nodes except node y which have Clusfunc value less than Clusfunc value of node x, has 

already sent a Join packet. In this case, node x understands that there is only one neighbor 

node y which is CH and having Clusfunc value less than its own. Therefore, node x will 

join node y’s cluster and the algorithm execution will stop because it already knows what 

its role is going to be. But, if there is at least one node which is having Clusfunc value less 

than node x’s Clusfunc value and it has not sent a CH packet or Join packet, then node x 

will simply wait. It will not join node y’s cluster. 

On receiving a Join Packet 

When a node x receives a Join packet from neighbor y, it checks if node x is a CH or not. 

If it is CH, node x checks whether node y wants to join its cluster. It further checks if all 

the neighbors which have Clusfunc value greater than the Clusfunc value of x, have already 

sent a Join packet. If this is the case, node x stops the execution of algorithm. If x is not a 

CH, it will check that all the neighbors which have Clusfunc value less than its own 

Clusfunc value have already sent a Join packet. It implies that x is the node with highest 

Clusfunc value among its neighbors. So, it declares itself to be a CH. Further, if all the 

neighbor nodes of x which have Clusfunc value greater than Clusfunc value of x have joined 

some cluster, node x stops the execution of algorithm. In this case, there will be a cluster 

consisting a single node x.  

3.3 Cluster Maintenance 

After some time of the cluster formation, it is possible that the nodes move from one 

cluster to another cluster. In that case, the property on which clusters are formed may be 

violated. Therefore, it is necessary to maintain the cluster by reassigning the role of nodes 
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as CH or CM wherever necessary. For cluster maintenance, we assume that each node is 

aware of its link failure from a node and new link formation to a node.  

Link Failure 

If a node x finds that a link is broken from node y then the following case is needed to be 

checked. 

Case 1: The node x is a CH and node y is a CM of its cluster. In this case, node x 

removes node y form its cluster. 

Case 2: The node x is a CM and node y was its CH. In this case, node x checks if there is 

another CH which has minimum Clusfunc value in its neighborhood than its own. If CM 

finds such node, it becomes the member of that CH. Otherwise; it declares itself to be a 

CH. 

New Link 

If a node x finds a new link with node y and node y is a CH, then the node x checks that 

node y’s Clusfunc is less than its own. If it is true, node x becomes CM of node y. 

3.4 Resource Discovery 

The model considers a Centralized Information Server (CIS) which is responsible for 

storing the CH’s information. Information may be in the form of IP address, location or 

some other context. In the proposed work, the IP address is taken as information. CIS 

may be an access point nearby the devices or it may be a device at a distant location. 

Since the CIS is responsible only for storing the information of CHs of the network, its 

information can be replicated to some other devices to achieve reliability in case of 

failure of CIS. 

3.4.1 Steps in Resource Discovery Process 

The following steps are taken for the resource discovery process. 

1. Clustering is performed in the local network as shown in figure 3.1. 



28 

 

 

Figure 3.1: Cluster Formation 

2. After clustering the CHs; information is stored in CIS as shown in figure 3.2. 

Each CM node registers its resource information to its CH.  

 

Figure 3.2: CHs Register their Information to CIS 

3. Any requester node, which needs resources, will first contact to its CH as shown 

in figure 3.3. 
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Figure 3.3: Requesting Node (in blue) asking to CH for Provider’s Information 

4. If the cluster members of its CH have the required resources, CH will respond to 

the requester node by giving the identity of the nodes which have the required 

resources. 

5. If cluster members do not have the required resources, CH will send a request to 

CIS for the identity of other CH members as shown in figure 3.4. 

 

Figure 3.4 CH1 asking to CIS for other CH Information  

6. CIS will respond about other CHs as shown in figure 3.5. 
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Figure 3.5 CIS is giving Information of other CHs to CH1 

7. Requesting CH will contact other CHs asking if their CMs have required 

resources as shown in figure 3.6. 

 

Figure 3.6 CH1 is Contacting to other CHs for Provider Information 

8. Other CHs will respond with the identity of provider nodes to the requester CH as 

shown in figure 3.7. 
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Figure 3.7 Other CHs are giving Provider Information to CH1 

9. CH will give the information of provider nodes to the requester node as shown in 

figure 3.8. 

 

Figure 3.8 CH1 is giving Provider Information to Requesting Node 

In this chapter, a model for the resource discovery has been proposed. It also discusses 

many of the related terms and definitions. The proposed model (algorithm) has been 

implemented (by simulation) and the performance results are given in the next chapter. 
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Chapter 4 

Performance Evaluation 

The proposed model for resource discovery has been evaluated considering two QoS 

service attributes; energy and delay. The model has been compared with three basic 

methods – centralized, flooding and limited flooding approach as discussed below [16]. 

 Centralized Approach 

This is the directory based approach for resource discovery. In this method, a 

centralized server is responsible for saving all the resource information. The mobile 

devices will register their resource information with the server as soon as they join the 

network. Whenever a device requires any resource, it contacts the server and the 

server will respond to the requester node about the identification of the provider 

nodes. 

Although this method is easy to implement, it incurs huge delay because of the 

centralized server which is assumed to be located at a remote distance. Updating 

resource information on the centralized server is necessary otherwise information will 

be stale. This method is also susceptible to single point of failure because all the 

requests are handled by a single server. 

 Flooding Approach 

This is directory less approach for resource discovery. The requester node floods the 

information to the whole network. Whenever a node receives the request for the first 

time it broadcasts the request to its neighbor nodes and neighbor nodes do the same 

until all nodes receive request. The nodes which are having the required resources 

will send reply to the requester node. 

This method is very fast because in flooding shortest path is guaranteed and method is 

used to serve in a local network only. No updation is needed because there is no 
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registration of resource information but it incurs very heavy traffic because request is 

forwarded by all the nodes. 

 Limited Flooding Approach 

It is also similar to the flooding approach as discussed above but in this, flooding is 

limited. Desired TTL (Time to Live) value can be found so that only some part of the 

network is covered. Using this approach, traffic can be reduced to a great extent but 

all resource information is not covered. This method is useful when the network is 

dense and there are plenty of resources in the network. 

4.1 Energy Calculation 

In the simulation two types of energies are counted; energy to transmit the message and 

energy to receive the message. Energy required for transmission and reception is also 

different for wireless LAN mode and 3G mode. Various parameters used for the energy 

calculation are as follows. 

Energy to transmit a message in wireless LAN mode = E_trans_lan 

Energy to receive a message in wireless LAN mode = E_recv_lan 

Energy to transmit a message in 3G mode = E_trans_3G 

Energy to receive a message in 3G mode = E_recv_3G 

The ratio between the energy for 3G mode and wireless LAN mode is considered as 20:1 

[24]. 

4.2 Delay Calculation 

In the proposed model, four types of delay have been counted. 

 Transmission delay (T_trans) 

 Propagation delay (T_prop) 

 Processing delay (T_proc) 

 Queuing delay (T_queue) 
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Total delay d can be computed using the equation 4.1 [25]. 

d = T_trans + T_prop + T_proc + T_queue                 (4.1) 

4.2.1 Transmission Delay 

This is the delay required to transmit the packet onto the outgoing link. It can be defined 

as given in equation 4.2 [26]. 

Transmission delay (T_trans) = L/B                              (4.2) 

Where, L=length of the packet 

  B=bandwidth of the network 

4.2.2 Propagation Delay 

This is the delay required for a signal to travel from sender to receiver. It can be defined 

as in equation 4.3 [26]. 

Propagation delay (T_prop) = d/v                                   (4.3) 

Where, d=distance between sender and receiver 

  v=velocity of signal 

In wireless communication, v is taken as speed of light i.e. 3×10
8 

meter/second. 

4.2.3 Processing Delay 

This is the delay taken by the routers (intermediate nodes in an ad-hoc network) for 

handling the packet i.e. processing the packet header, determining the next hop to 

transmit the packet. 

For a particular application ‘a’, there are some parameters αa, βa, γa and δa which are used 

for calculation of processing delay [27].  

Where, αa is the processing cost per packet.  

  βa is the processing cost per byte. 

  γa  is the memory access per packet. 
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  δa is the memory access per byte. 

Number of instructions processed (instr_count) can be given by equation 4.4. 

Instr_count = αa + βa * L                                      (4.4) 

As defined previously, L is the length of the packet in bytes. 

Number of memory access (mem_access) can be given by equation 4.5. 

Mem_access =  γa + δa * L                                   (4.5) 

We have taken the application ‘a’ as header processing application and for this 

application the above parameters can be taken as listed in table 4.1[27]. 

Processing time (Tproc_time) can be given by equation 4.6. 

Tproc_time = instr_count / f                                   (4.6) 

Where f = clock frequency of the processor. 

This frequency f is taken as 233 MHz as listed in table 4.1 [28]. 

Additional memory access delay Tm can be given by equation 4.7. 

Tm = mem_access × tmem                                                             (4.7) 

Where tmem = average memory access time 

We have taken tmem as 4 ns as in [27]. 

Total packet processing delay (T_proc) can be given by equation 4.8. 

T_proc = Tproc_time + Tm                                                             (4.8) 
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4.2.4 Queuing Delay 

This is the delay spent in waiting queue of a router by a packet before getting processed. 

The average queuing delay (T_queue) spent by a packet can be given by equation 4.9 

[29]. 

T_queue = 
1

𝜇−𝜆
                                       (4.9) 

Where, μ is service rate (number of packets a facility can sustain) 

            λ is arrival rate (average rate at which packets are arriving) 

Calculation of service rate μ can be given by the equation 4.10 [29]. 

μ = B/L                                              (4.10) 

Where, B = bandwidth 

  L = packet length 

4.3 Experimental Evaluation 

Based on the above parameters, the proposed model is experimentally evaluated in this 

section. 

4.3.1 Parametric Values  

The values of various parameters for the experiments are given in table 4.1. 

Table 4.1 Parameters for Simulation 

Number of nodes 100 

Rectangular area 1000m × 1000m 

Wireless LAN range 250m 

Message length L 1 KB 

E_trans_lan 1 Joule 

E_recv_lan 0.5 Joule 
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E_trans_3G 20 Joule 

E_recv_3G 10 Joule 

Wireless LAN bandwidth 54 Mbps 

3G bandwidth 10 Mbps 

αa 4493 

βa 0 

γa 868 

δa 0 

f 233 MHz 

tmem 4ns 

Most of the input values conform to [16], [27]. 

4.3.2 Cluster Formation 

Initially, the clusters of the nodes are formed as shown in figure 4.1. Red colored nodes 

which are marked as ‘+’ denote CH and the numbers printed are the id of CH. The nodes 

which are same colored belong to the same cluster. 

 

Figure 4.1: Cluster Formation 
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4.3.3 Experiments 

All results have been taken as average value after 20 simulation trials. In the experiments, 

three types of resources have been considered; CPU, memory and software application. 

For CPU, the requirements lie between 300 to 1500 MIPS. Also, a node can request up to 

4GB of memory. 

Experiment 1 

This experiment shows the energy and delay consumed by the whole network in the 

proposed model for 10 requests, 20 requests and up to 100 requests. It is shown in figure 

4.2 and figure 4.3 for the energy and the delay respectively. As the number of requests 

exceeds, delay and energy consumption also increases. 

 

Figure 4.2: Energy Consumption in Proposed Resource Discovery Method  

Experiment 2 

This experiment deals with comparison of energy consumption and delay required in the 

following two cases – 

Case 1: If 10% nodes i.e. 10 nodes are moving after each request. 

Case 2: If 1% nodes i.e. 1 node is moving after 5 request. 
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The results are shown in figures 4.4 and 4.5. 

 

Figure 4.3: Delay in Proposed Resource Discovery Method  

 

Figure 4.4: Comparison of Energy Consumption in Two Cases 
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Figure 4.5: Delay Required in above Mentioned Two Cases 

It is clear from figures 4.4 and 4.5 that if ten nodes are moving after each request, the 

energy consumption and delay required is much higher than the case in which only one 

node is moving after five number of requests. It is so because as the nodes move, the 

cluster property may be violated. Therefore, to maintain clusters properly, messages will 

be transferred form one node to another and resource information will be updated 

accordingly. To perform all these activities, energy will be wasted and some delay will 

incur. 

Experiment 3 

This experiment deals with the comparison of energy and delay required in the following 

two cases – 

Case 1: In this case, 10% i.e. 10 nodes move after 5 requests. 

Case 2: In this case, 10% i.e. 10 nodes move after each requests. 

Results are depicted in figures 4.6 and 4.7. 
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Figure 4.6: Comparison of Energy Consumption in Two Cases 

 

Figure 4.7: Comparison of Delay Required in Two Cases 

It is clear from figures 4.6 and 4.7 that as more number of nodes are moving, more 

energy will be wasted and more delay is incurred to perform the task of resource 

discovery. 
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Experiment 4 

This experiment deals with the comparison of energy consumption and delay requirement 

in the following four methods. 

1. Basic flooding method 

2. Limited Flooding method 

3. Centralized method 

4. Proposed method 

Basic flooding method, Centralized method and the proposed method have already been 

discussed. Limited flooding method is the modification of basic flooding method. In this 

method, all nodes are not covered for resource discovery. Only some percentage of nodes 

is covered and sent requests for finding appropriate resources. In this experiment, 50% 

nodes are covered for resource discovery process. Since all nodes are not covered, energy 

and delay required will be less in comparison to basic flooding method but the drawback 

is requester node cannot find all resource information. 

 

Figure 4.8: Comparative Energy Analysis 
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It can be observed from figure 4.8 that as the number of requests is increasing, the energy 

consumption between the centralized method and the proposed method is approaching to 

same. It is so because in this experiment it has been assumed that the resources for 

accomplishing the services have been taken from only one provider so only one updation 

is needed to the server. But in real case, resources can be taken from multiple providers. 

In that case, more information is to be updated to the server. Also, as the resources can be 

consumed by the devices itself, this information should also be updated to the server 

otherwise the information availability will not be consistent. This will take much higher 

energy than it has been shown in the figure 4.8. 

 

Figure 4.9: Comparative Delay Analysis 
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results in excessive delays (transmission, propagation, processing and queuing delays). 

The reason for moderate delay in the proposed method is that if the resources are 

available in the neighborhood, CH itself can provide the resources. If the resources are 

not available in the neighborhood then only global discovery is performed. 
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Chapter 5 

Concluding Remarks 

Cloud Computing is the fastest emerging paradigm in IT industry. With the invention of 

capable mobile devices it has become possible to create a big pool of these mobile 

devices resulting in Mobile Cloud Computing. Though, today’s world of smartphones 

need the services that should be performed instantly and ubiquitously but it possess 

various challenges to be solved for leveraging the full advantages of Mobile Cloud 

Computing. Resource discovery is the very first and an important challenge to be 

addressed because it is the first requirement to service a request. Though, resources can 

be discovered by various methods, the method should be energy efficient because the 

sustainability of the mobile devices rely on battery power which is the most crucial 

component of any mobile device. This dissertation work addresses the problem of 

resource discovery by creating and maintaining the clusters of the mobile devices.  

This chapter draws the conclusion of the work proposed in this dissertation and also 

guides about the future work regarding the resource discovery issue. 

5.1 Conclusion 

This work has been organized in five chapters. The summary for each is as follows. 

Chapter 1 is focused on the basics of Cloud Computing and Mobile Cloud Computing. It 

first discusses the definition of Cloud Computing, essential characteristics, its service 

models, deployment models. Further it discusses with the definition of Mobile Cloud 

Computing, its architectures, advantages, applications and finally the issues involved in 

Mobile Cloud Computing. 

In chapter 2, the problem of resource discovery has been discussed thoroughly. Various 

issues and parameters for resource discovery have been elaborated in this chapter. Three 

types of architecture for resource discovery problem have been discussed. Finally, the 
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different methods for resource discovery which have been proposed in the past in 

different fields have been mentioned. 

Chapter 3 describes the proposed method for the resource discovery. It deals with various 

parameters used for clustering method required for performing resource discovery. It tells 

the full process of cluster formation and cluster maintenance. The steps needed for 

resource discovery have been formulated at the end of this chapter. 

In Chapter 4, various results have been shown by performing simulation. Various values 

for resources have been taken in a certain range. Experiments have been performed to 

show the energy consumption and delay required in the proposed method under the 

consideration of different number of request and different mobility parameter. 

Comparison has also been done among different methods of resource discovery with the 

proposed method.  

Overall, the proposed model performs very effectively for the resource discovery process. 

In comparison to some other contemporary models, the performance of the model is 

much better. Thus, it has the potentiality to act as a resource discovery method in a 

mobile cloud. 

5.2 Future Work 

This work performs the resource discovery by forming clusters of devices but as the 

mobility of the devices is increased, energy consumed by this method also increases. It is 

because of the increased overhead to maintain the clusters. Thus, it is warranted to design 

a clustering method keeping the high mobility parameter in mind. Also, it is possible to 

have more than one parameters to be optimized while discovering a resource in mobile 

cloud. The future work will try to address these issues. 
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