Challenges in Sanskrit-Hindi Noun Phrase Mapping

Dissertation submitted to Jawaharlal Nehru University
in partial fulfillment of the requirements
for the award of the degree of

MASTER OF PHILOSOPHY

KUMAR NRIPENDRA PATHAK

Special Centre for Sanskrit Studies
Jawaharlal Nehru University
New Delhi-110067
INDIA

2011



RATIY Hrpareagadey
‘ STdTeldld ag% [aAaTaarad
a5 Eeell-22008 L
SPECIAL CENTRE FOR SANSKRIT STUDIES

JAWAHARLAL NEHRU UNIVERSITY
NEW DELHI-110067

21% July 2011

CERTIFICATE

This dissertation entitled “Challenges in Sanskrit-Hindi Noun Phrase Mapping”
submitted by Kumar Nripendra Pathak to Special Centre for Sanskrit Studies,
Jawaharlal Nehru University, New Delhi-110067, for the award of the degree of
Master of Philosophy, is an original work and has not been submitted so far, in
part or full, for any other degree or diploma of any University. This may be placed

before the examiners for evaluation.

Dr. Vaishna Narang Dr. Girish Nath Jha

(Chairperson) (Supervisor)



fafry gEpareagadeg
‘ STaTRIclol dee fauafaared

5 T&edll-2800gL

SPECIAL CENTRE FOR SANSKRIT STUDIES
JAWAHARLAL NEHRU UNIVERSITY
NEW DELHI-110067

21% July 2011

DECLARATION

I declare that the dissertation entitled “Challenges in Sanskrit-Hindi
Noun Phrase Mapping” submitted by me to Special Centre for
Sanskrit Studies, Jawaharlal Nehru University, New Delhi-110067,
for the award of the degree of Master of Philosophy, is an original work
and has not been previously submitted, in part or full, for any other

degree or diploma of any University/Institute.

kwm o Nripendra fathsk .
(Kumar Nripendra Pathak)



Devyarpanamastu



Acknowledgement

The effort made to bring out this dissertation is because of the inspiration of my
supervisor Dr. Girish Nath Jha towards a good research in developing Sanskrit-Hindi
Machine Translation (SHMT) tool kit. I was assigned the work of writing Transfer
Grammar rules in the project titled ‘Development of Sanskrit Computational Toolkit
and Sanskrit-Hindi Machine Translation System’ funded by DIT, Govt. of India. This
opportunity helped me ip cc;hceptualizing the issues related to my topic. | am grateful

to him for his tremendous support at every moment of my research.

I am feeling very fortunate that I received boundless blessings and valuable
suggestions from Dr. Ashok Aklujglr Sir. He promptly provided me with his paper
titled ‘Some theoretical observation on word order in Sanskrit’ through email which
helped me a lot in my work. Dr. Madhav M Deshpandey Sir graced me with his
valuable inputs and articles of Dr. S.D. Joshi from which I could easily understand
different issues related to my topic. Brandon Gillon Sir, despite his busy schedule,
provided me with his article on adjective through email. Prof. Steven Schaufele
(Soochow University) helped me to understand the fact that “free word-order'
languages like Sanskrit have grammars that routinely generate continuous NPs -- but
allow those NPs to be 'liberated'. It‘helped me in concentrating on the 2™ chapter as I
could not find a single paper on Sanskrit Noun Phrase. Prof. V.N. Jha, Prof. P.K.S.
Pandey, Dr. Malhar Kulkarni, Prof. Saroja Bhate, Prof. B. N. Patnaik and Dr. Ayesha
Kidwai, despite their busy schedule, discussed the topic and graced me with their vast
experience. Amba Kulkarni ma’am and Dipti Mishra Sharma ma’am helped me
during my visit to Hyderabad for Transfer Grammar rules. Teachers from my centre,
Prof. Shashiprabha Kumar, Dr. Hari Ram Mishra, Dr. Rajnish Kumar Mishra, Dr.
Ram Nath Jha and Dr. Santosh Kumar Shukla were easily available to help me. I
thank all of them with my deep sense of gratitude.

My all seniors, Office Staffs and Project Staffs were very much supportive. R.
Chandrashekar ji took special interest in my work. Vibhuti Nath Jha, Diwakar Mishra,



Ritesh ji, Devananda Shukla, Avinesh and Piyush Arora also helped me in this

research. 1 am grateful to them.

My friends: Shekhar, Jay, Devalina, Saurabh, Ritesh Jha, Rajneesh, Baldev, Esha,
Avanti, Akansha, Resmi, Sheena, Usha Shank and Pinkey, deserve my special
“Thanks’ for their help and care.

I thank my family (Dadi, Papa, Rajeev bhaiya & bhabhi, Onkar bhaiya & bhabhi,
Himanshu bhaiya & bhabhi, Vira, Pranab, Ravi and Pari) for their consistent support,
blessings and love. Whenever I need any support, specially, Onkar bhaiya is always
there to help me in every condition. I am fortunate to find him as my bhaiya. Finally

my thanks to Almighty for giving me courage and inspiration in life to move on.

Kumar Nripendra Pathak



Abbreviation

NP - Noun Phrase

MT- Machine Translation

SHMT- Sanskrit- Hindi Machine Translation

ILMT- Indian Language Machine Translation

TG- Transfer Grammar

SSF- Shakti Standard Format

IIIT- International Institute of Information Technology
TL- Target Language

SL- Source Language

NLP- Natural Language Processing

TDIL- Technology Development for Indian Languages
PLIL-Pseudo Lingua for Indian Languages

PG- Paninian Grammar

TAG-Tree Adjoining Grammar

LTAG - Lexicalized Tree Adjoining Grammar
C-DAC- Centre for Development of Advance Computing
GEB - Generalized Example-Base

REB - Raw Example-Base

EBMT — Example Based Machine Translation



KBCS - Knowledge Based Computer Systems
NCST - National Centre for Software Technology
CLIR - Cross Lingual Information Retrieval
UCSG - Universal Clause Structure Grammar
UNL - Universal Networking Language

MAT - Machine Aided Translation -

OMA - Oriya Morphological Analyzer

OGC - Oriya Grammar Checker

OSC - Oriya Spell Checker

OSA - Oriya Semantic Analysis

OWP - Oriya Word Processor

RC-ILTS - Resource Centre for Indian Language Technology Solutions
SaHiT- Sanskrit-Hindi Translator

POS — Parts of Speech

R&D — Research and Development

SARS - Sanskrit Anaphora Resolution System
QUANT - Quantifiers
DET - Determiners
AP - Adjectival Phrase
REL - Relative clauses

N-COMP - Noun Complements



Contents

Acknowledgement

Abbreviation

Introduction

Chapter 1: Machine Translation in India

1.1
1.2
1.2.1
1.2.2

1.2.3

1.24
1.2.5
1.2.6
1.2.7

1.2.8
1.2.9
1.2.10

1.2.11
1.2.12
1.2.13
1.2.14

1.2.15

1.2.16
1.2.17
1.2.18

Introduction
MT Systems for Indian Languages
Anglabharati

Anusaaraka by Indian Institute of Technology, Kanpur and
University of Hyderabad

MANTRA by Centre for Development of Advanced
Computing, Bangalore

AnglaBharti-II
AnglaHindi
Anubharti

Matra by Centre for Development of Advanced Computing,
Mumbai (erstwhile NCST)

UCSG MAT by University of Hyderabad
UNL MT by Indian Institute of Technology, Mumbai

Tamil Anusaaraka by Anna University’s K. B.
Chandrasekhar Research Centre, Chennai

MAT by Jadavpur University

Anuvaadak by Super Infosoft

Anubaad hybrid machine translation system
Statistical MT by IBM

Oriya Machine Translation System (OMTrans) by Utkal
University, Vanivihar

Shiva and Shakti machine translation
Tamil-Hindi machine aided translation system

English-Kannada machine-aided translation system

oIS " B o)

10
11
11

12
13
13

13
13
14
14
14

14
15
15



1.2.19
1.2.20

1.2.21
1.2.22

1.2.23

1.2.24

1.2.25
1.2.26
1.3
1.4
1.4.1
1.4.2
1.4.3
1.4.4
1.4.5
1.4.6
1.4.7
1.4.8

1.49

1.4.10
1.4.11
1.4.12
1.4.13
1.4.14
1.4.15
1.4.16
1.4.17

1.4.18
1.5

Hinglish machine translation system

English to (Hindi, Kannada, Tamil) and Kannada to Tamil
language-pair example based machine translation system

Punjabi to Hindi machine translation system
Sampark
Hindi to Punjabi machine translation system

Development of Sanskrit Computational Toolkit and
Sanskrit-Hindi Machine Translation System

SaHiT

Anusaarak Sanskrit Hindi MT System

Recent projects funded by DIT under the TDIL program
Work done in Sanskrit NP processing

Sanskrit POS Tagger

Sanskrit karaka analyzer

Subanta analyzer

Krdanta analyzer

Gender recognition and analyzer of sanjfia pada
Sabdabodha System

DESIKA

Morphology of Sanskrit Case Affixes: A Computational
Analysis

Sanskrit Morphological Analyzer of INU

Sanskrit Morphological Analyzer

Vibhakti Divergence between Sanskrit and Hindi
Anaphora in Sanskrit

Discourse Anaphora and Resolution Techniques in Sanskrit
Sanskrit Anaphora Resolution System

Sanskrit Compound Processor

Knowledgebase for karma-karaka

Lexical Ambiguities and their resolution in Sanskrit with
Special Reference to Panchatantra

Named Entity Recognition for Sanskrit: a hybrid approach

Difference of the present work from the other available
works

15

16
16
16
17

17
17
18
20
20
20
20
20
21
21
21
22

22
22
22
23
23
23
23
23

24
24



1.6.

Research methodology

Chapter-2: Sanskrit- Hindi Noun Phrase

2.1
22
2.3
23.1
232
233
234
235
23.6
23.7
23.8

2.3.9
2.3.9.1
2392
2393
2.4
2.4.1
2.4.2
2421
2422
2423

‘2.4.2.4
2.5

Introduction

General Concept of Noun Phrase
Noun Phrase in Sanskrit

Pada in Sanskrit

Subanta pada

Nominal subanta

krt-pratyayanta subanta
Taddhita-pratyayanta subanta
Samasika subanta

Indeclinable subanta

NP components in Va. akhyatam savyayakarakavisesanam
vakyam

Usage of NP component
Simple sentence

Complex sentence

Compound sentence

Hindi Noun Phrase

Simple NP

Complex NP

Noun with Complement Clause
Noun Clause

Noun with Relative Clause
Noun with Participle Modifier

Basic difference between Sanskrit and Hindi NPs

Chapter 3: Challenges in Sanskrit-Hindi Noun Phrase Mapping

3.1
3.2
33

Introduction
Case markers difference between Sanskrit and Hindi

Different vibhaktis in a particular karaka (case) in Sanskrit

25

26-43
27
27
28
31
32
32
32
33
33
34
34

38
38
39
39
40
40
41
41
42
42
42
42

44-72
45
46
47



3.3.1
3.3.2
3.3.3
3.3.4
3.3.5
3.3.6
3.3.7
3.4
3.4.1
342
3.43
3.4.4
3.4.5
3.4.6
3.5

3.6

3.7

3.8
3.8.1
3.8.2
3.8.2.1
3.8.2.2
3.8.2.3,
3.9
3.10

karta

karma

karana

sampradana

apadana

sambandha
adhikarana

Hindi cases and their different usage
Ergative in Hindi

ko case marker

se case marker
Genitive case markers
Locative case markers

Vocative case marker

Vibhakti Divergence and Challenges in NP- case mapping

Challenges in indeclinable mapping
Challenges in mapping compound words
Adjective and challenges in its mapping
Adjective

Challenges in adjective mapping

The identification of adjectival pada
Mapping of adjective

Challenges in mapping conjuncts
Challenges in mapping Gender and Number

Challenges in mapping word order

Chapter-4: Transfer Grammar for Sanskrit Hindi NP Mapping

4.1
4.2
43
4.4
4.4.1

Introduction

Task of Hindi generator
Transfer grammar

TG rules for case mapping

Division of karta karaka and TG rules

47
48
50
51
51
52
52
53
53
54
54
54
55
55

61
63
64
64
68
68
69
70
70
72

73
74
74
77
77
77



442 Division of karma karaka and TG rules 78

443 Division of karana karaka and TG rules 81
4.4.4 Division of sampradana karaka and TG rules 81
4.4.5 Division of apadana karaka TG rules 82
4.4.6 Division of adhikarana kdaraka and TG rules 83
4.4.7 The non-karaka relations and TG rules 83
4.4.8 Other relations and TG rules 85
4.5 Mapping nominal in compound syntax and conjunct ca and 86
va
4.6 Adjective mapping ) 87
4.6.1 Rules for identifying the adjectives 87
4.6.2 Mapping case marker in adjective 88
4.7 Dual number mapping 89
4.8 Word order mapping 89
Conclusion 90-92

Bibliography 93-100



INTRODUCTION



In the age of globalization, knowledge needs to be barrier-free and an effective
Machine Translation (MT) system is suppose to do this with the help of emerging
language technology which will be less time consuming as well as economic for the
users. But this is a challenge for MT system developers to produce a reasonably good
translation output to the common user so that it may be acceptable to them and there
would not be a requirement of post editing in that output. Then only it may be claimed
that MT can quickly provide barrier free knowledge in low cost and it will be bridging
the gap between different language speakers. After that, it may be also useful for e-
learning and e-governance as well. In order to provide comprehensible translation, an
MT system should be capable of transferring the source language sentence into the
correct syntactic structure of the target language. There is no doubt in the efficiency
of machine as a quick performer but making a machine intelligent to produce a good
output in Natural Language Processing (NLP), specially in MT, needs an
understanding of language at syntactic and semantic levels. For this understanding, a
comparative study of the syntax of Source Language (SL) and Target Language (TL)
is required to find out the language contrast which is challenging to be mapped by a
machine. Although languages within a family may seem easier to translate with the
help of machine but a closer look into the structures of those languages provides some
contrasts and difficulties. To handle the language contrasts between SL and TL at NP
level, one has to look into the different aspects of each component in a meaningful
sentence of SL and TL to know their functions in different contexts. While translating
texts from SL to TL, a human translator may try to translate sentences as close to the
meaning of source language and the structure of the target language as possible but
the machines have a hard time translating these structures. A machine has to be taught
the grammars of the two languages and the significant differences as well for the
output to be as close to the input as possible. In this process, each type of component
in a SL sentence needs to be listed at the level of NP. The contrasts found in the
syntax can be mapped by writing the Transfer Grammar Rules to produce a
reasonable output in TL. The present research is an attempt to understand the

syntactic differences between Sanskrit (SL) and Hindi (TL) at Noun Phrase (NP) level



to evolve cross-linguistic model for Indian languages and write Transfer Grammar

rules for Sanskrit-Hindi Machine Translation (SHMT).

There are 22 scheduled languages in India and MT activities are going on from mid
80s and early 90s between different language pairs. Some important MT systems are
available for English to Indian Languages (IL) and IL to IL since more than two
decades but SHMT is respectively new and it has to cover a long distance to produce
a good output having less scope for post editing. This goal (SHMT) has a big
challenge of handling NP and comparative study of NP between both languages is not
done in theoretical linguistics yet, so this work is required ‘to find out the issues and

possible solution.

Sanskrit and Hindi are considered structurally close owing to genealogical relations.
However, on a closer look, Hindi appears to have diverged significantly more in terms
of structure than in lexical ingenuities. Gender, number distinctions, ergative,
postposition, verb group, double causative, echo are some (among many) remarkable
structural innovations that Hindi has gone through over the ages. While the structure
of Sanskrit vibhakti was fairly organized, the same may not be true for Hindi. As we
know that Sanskrit is an inflectional language and has respectively free word order,
when Sanskrit is translated into Hindi by MT systems (being developed by a
consortium of institutes) it has problems in Hindi structural transformation and in
handling NP - mainly word order in output, case markers and modifier-modified
identification. We have no exhaustive grammar in Hindi compared to Sanskrit to
make the task easier. There is a need of a comparative study of Sanskrit and Hindi
syntax. To get syntactically good Hindi translation from Sanskrit, it will help us in

making Transfer Grammar rules as well.
This work contains the following four Chapters:
Chapter 1: Machine Translation in Indian Languages

In this chapter, MT work in Indian Languages is discussed. After giving a brief note
on MT work on different IL pairs, Sanskrit-Hindi MT (SHMT) and work done in



SHMT is discussed. How the present research work is different from the previous

works, is the last point of this chapter.

Chapter 2: Sanskrit-Hindi Noun Phrase

In this chapter, first the brief concept of Noun Phrase in modern linguistics 1s
presented. Then the notion of Sanskrit NP is discussed. Here it is noticed that NP term
is used by different scholars but there is a general paucity of literature in this area So,

here it is tried to present a hypothesis about the possible concept of NP in Sanskrit.

Chapter 3: Challenges in Sanskrit Hindi NP Mapping

In this chapter, direct transfer translation approach is adopted to identify the
difference between Sanskrit-Hindi Syntax. The following topics are discussed in this

Chapter:

e Challenges in case mapping

o Different vibhaktis in a particular case in Sanskrit

e Hindi cases and their different usage

e Vibhakti Divergence between Sanskrit and Hindi

e Challenges in indeclinable mappiné

¢ Challenges in mapping compound nominals

e Challenges in mapping adjectives

e Challenges in mapping plural words used for a singular

e Challenges in Mapping Word order
Chapter 4: Transfer grammar for Sanskrit Hindi NP mapping:

In this chapter, transfer approach has been discussed for handling the challenges
found in Sanskrit Hindi NP mapping. The challenges are divided into two levels: first
the challenges that can be handled at generation level and second which can be
handled at transfer level. Here the rules for handling challenges at transfer level are
written. The challenges at generation level can be handled by improving the Hindi

generator which is implemented in the Sampark system.



Chapter-1
MACHINE TRANSLATION IN INDIA




1.1 Introduction

“The mechanization of translation has been one of humanity’s oldest dreams. In the
twentieth century it has become a reality, in the form of even computer programs
capable of translating a wide variety of texts from one natural language into another.
But, as evef, reality is not perfect. There are no ‘translating machines’ which, at the
touch of a few buttons, can take any text in any language and produce a perfect
translation in any other language without human intervention or assistance. That is an

ideal for the distant future, if it is even achievable in principle, which many doubt”.'

“MT is part of a wider sphere of ‘pure research’ in computer based Natural Language
Processing in Computational Linguistics and Artificial Intelligence, which explore the
basic mechanisms of language and mind by modeling and simulation in computer
programs. Research on MT is closely related to these efforts, adopting and applying
both theoretical perspectives and operational techniques to translation processes, and
in turn offering insights and solutions from its particular problems. In addition, MT
can provide a ‘test-bed’ on a larger scale for theories and techniques developed by

small-scale experiments in computational linguistics and artificial intelligence”.2

“Most translation in the world is not of texts which have high literary and cultural
status. The great majority of professional translators are employed to satisfy the huge
and growing demand for translations of scientific and technical documents,
commercial and business transactions, administrative memoranda, legal
documentation, instruction manuals, agricultural and medical text books, industrial
patents, publicity leaflets, newspaper reports, etc. Some of this work is challenging
and difficult. But much of it is tedious and repetitive, while at the same time requiring
accuracy and consistency. The demand for such translations is increasing at a rate far
beyond the capacity of the translation profession. The assistance of a computer has

clear and immediate attractions”.>

! http://www.hutchinsweb.me.uk/IntroMT-1.pdf p-1 web accessed on 7" June 2011 12:50 PM.
2 http://www.hutchinsweb.me.uk/IntroM T-1.pdf p-2. web accessed on 7% June 2011 12:50.PM.
3 http://www.hutchinsweb.me.uk/IntroMT-1.pdf p-2. web accessed on 7" June 2011 12:50 PM.




In the age of Internet, the multiplicity of languages makes it even more necessary to
have sophisticated machine translation systems. Many machine translation projects
and related activities are going on in the country and abroad. Hence, it is essential to
find out the current state of technology specially in Indian languages for this research
work. R M K Sinha says that the MT work in India started in early eighties when they
proposed using Sanskrit as Interlingua for translation to and from Indian languages.*
Salil Badodekar’ has presented a detailed survey of MT researches in India till dated
31/08/2003 which is a very useful source for knowing MT researches in India. Further
Dwivedi and Sukhdeve® have presented the latest developmentin this area. On the
basis of these articles and the latest updates on TDIL website’, the MT research in
India has been presented in this chapter which is divided into two parts. First part
deals with the different MT Systems for Indian Languages (other than Sanskrit) and
second part deals with the works done in the area of Sanskrit Computational

Linguistics.

1.2. MT Systems for Indian Languages

1.2.1. Anglabharati®: The AnglaBharti project was launched at the Indian Institute of
Technology; Kanpur in 1991 for Machine aided Translation from English to Indian
languages. Sinha et al. (2001) has pioneered Machine Translation research in India.
The approach and lexicon of the system is general-purpose with provision for domain
customization. A machine-aided translation system specifically designed for
translating English to Indian languages. English is a SVO language while Indian

languages are SOV and are relatively of free word order. Instead of designing

* “Computer processing of Indian languages and scripts - Potentialities and Problems”, Jour. of Inst.
Electron. & Telecom. Engrs., vol.30,n0.6, 1984.

3 http://www.cfilt.iitb.ac.in/Translation-survey/survey.pdf

¢ Machine Translation System in Indian Perspectives; Journal of Computer Science 6 (10): 1082-
1087, 2010; ISSN 1549-3636 © 2010 Science Publications

7 http://www.tdil-de.in/

® http://www.iitk.ac.in/

http://www .cse.iitk.ac.in/users/langtech/hist.htm

http://www.cse.iitk.ac.in/users/langtech/anglabharti.htm




translators for English to each Indian language, AnglaBharti uses a (Dave et a/.,2001)
pseudo-interlingua approach. It analyses English only once and creates an
intermediate structure called Pseudo Lingua for Indian Languages (PLIL). In
AnglaBharti they use rule based system with context free grammar like structure for
English, A set of rules obtained through corpus analysis which is used to distinguish
conceivable constituents. Overall, the AnglaHindi (Sinha & Jain, 2003) system
attempts to integrate example-based approach with rule-based and human engineered
post-editing. AnglaBharti is a pattern directed rule based system with context free
grammar (Sinha and Jain, 2003) like structure for English (source language) which
generates a ‘pseudo-target’ (PLIL) applicable to a group of Indian languages (target
languages). A set of rules obtained through corpus analysis is used to identify
plausible constituents with respect to which movement rules for the PLIL is
constructed. The idea of using PLIL is primarily to exploit structural similarity to
obtain advantages similar to that of using Interlingua approach. The intermediate
language structure has the word and word-group order as per the structure of the
group of target languages. It also uses some example-base to identify noun and verb
phrases and resolve their ambiguities. The system is a machine aided translation
system for translation between English to Hindi, for the specific domain of Public

Health Campaigns.

1.2.2. Anusaaraka by Indian Institute of Technology, Kanpur and University of
Hyderabad’: Anusaaraka (1995) project which started at IIT Kanpur by Prof. Rajeev
Sangal and his team including Prof Chaitanya and Amba Kulkarni It is now being
continued at IIIT Hyderabad. It was started with the explicit aim of translation from
one Indian language to another. The project was funded by Technology Development
in Indian Languages (TDIL), Govt of India and Satyam Computers Private Limited.
Anusaarakas have been built from Telugu, Kannada, Bengali, Punjabi and Marathi to

Hindi. It is domain free but the system has been applied mainly for translating

® http://www.iiit.net/ltrc/
http://www iiit.net/ltrc/Anusaaraka/anu_home.html
http://www iiit.net/ltrc/Publications/anu_brief.html



children’s stories. Anusaaraka aims for perfect “information preservation”. In fact,
Asnusaaraka output follows the grammar of the source language (where the grammar
rules differ and cannot be applied with 100% confidence). For Example, a Bengali to
Hindi Anusaaraka can take a Bengali text and produce output in Hindi which can be
understood by the user but will not be grammatically perfect. An e-mail server been
established for the Anusaaraka. To run the Anusaaraka on a given text, e-mail has to
be sent with the name of the language in the subject line. For example, if ‘Telugu’ is
put in the subject line, it involuntarily runs the Telugu to Hindi Anusaaraka. The focus
in Anusaaraka is not mainly on machine translation, but on language access between
Indian languages. Anusaaraka systems can be obtained from their website'®. They are
currently attempting an English-Hindi Anusaaraka machine translation system.
Anusaaraka mainly focuses on language access between Indian languages, using
principles of Paninian Grammar (PG) (Bharati et al., 1995) and exploiting the close
similarity of Indian languages. Badodkar'' states in brief that the task of building an
MT System is subdivided into two parts. The first module (called core anusaaraka)
does language-based analysis: It takes all the information in the source text and
resents it in its output, in an intermediate language that is quite close to the target
language. The second module may do domain specific knowledge based processing,
statistical processing, etc. in which it may utilize world knowledge, frequency

information, concordances, etc. to produce output in the target language.

1.2.3. MANTRA by Centre for Development of Advanced Computing,
Bangalore”: MAchiNe assisted TR Anslation tool (MANTRA) (1999). It translates
Englisﬁ text into Hindi in a precise domain of personal administration, specifically
gazette notifications, office orders, office memorandums and circulars. Initially, the
Mantra system was started with the translation of administrative document such as
appointment letters, notification and circular issued in central government from
English to Hindi. It is based on the Tree Adjoining Grammar (TAG) formalism from

University of Pennsylvania. It uses Lexicalized Tree Adjoining Grammar (LTAG)

19 http://www.iiit.net/ltrc/Anusaaraka/anu _home.html
" http://www.cfiltiitb.ac.in/Translation-survey/survey.pdf
2 http://www.cdacindia.com/html/about/success/mantra.asp




(Bandyopadhyay, 2004) to represent the English as well as the Hindi grammar. Tree
Adjoining Grammar (TAG) is used for parsing and generation. It is based on
synchronous Tree Adjoining Grammar and uses tree transfer for translating from
English to Hindi. The system is tailored to deal with its narrow subject domain. The
Mantra has become part of “The 1999 Innovation qulection” on information
technology at Smithsonian institution’s National museum of American history,
Washington DC, USA. This system can be obtained from the C-DAC website

(http://cdac.in/html/aai/mantra.asp) or by contacting Dr. Hemant Darbari. This project

was funded by the Rajya Sabha Secretariat. The grammar is specially designed to
accept, analyze and generate sentential constructions in “Officialese” domain.
Similarly, the lexicon is suitably restricted to deal with meanings of English words as
used in its subject domain. The system is ready for use in its domain. The system is
developed for the Rajya Sabha Secretariat, the Upper House of Parliament of India. It
translates the proceedings of parliament such as study to be laid on the table, Bulletin
Part-1 and Part-II. This system also works on other language pairs such as English-
Bengali, English-Telgu, English-Gujarati and Hindi-English and also among Indian
languages such as Hindi-Bengali and Hindi-Marathi. The Mantra approach is general,

but the lexicon/grammar has been limited to the sub-language of the domain.

1.2.4. AnglaBharti-II: AnglaBharti-II (2004) (Sinha, 2004) addressed many of the
shortcomings of the earlier architecture. It uses a Generalized Example-Base (GEB)
for hybridization besides a Raw Example-Base (REB). During the development
phase, when it was found that the modification in the rule-base was difficult and
might result in unpredictable results, the example-base has been grown interactively
by augmenting it. At the time of actual usage, the system first attempts a match in
REB and GEB before invoking the rule-base. In AnglaBharti-II, provision were made
for automated pre-editing and paraphrasing, The purpose of automatic pre-editing
module is to transform/paraphrase the input sentence to a form which is more easily
translatable. Automated pre-editing may even fragment an input sentence if the
fragments are easily translatable and positioned in the final translation. Such
fragmentation may be triggered in case of a failure of translation, by the ‘failure

analysis’ module. The failure analysis consists of heuristics on speculating what might
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have gone wrong. The entire system is pipelined with various sub modules. All these

have contributed significantly to greater accuracy and robustness to the system.

1.2.5. AnglaHindiB: AnglaHindi is English to Hindi version of the AnglaBharti
which uses example-base and statistics to obtain more acéeptable and accurate
translation for frequently encountered noun and verb phrases. Besides using all the
modules of Anglabharti, AnglaHindi also makes use of an abstracted example-base.
The example base is statistically derived from the corpus. Ambiguities in the
meanings of the verb phrases are also resolved using an appropriate distance function
in the example base. The system is claimed to generate approximately 90% acceptable
translation in case of simple, compound and complex sentences up to a length of 20
words. It has provisions for augmenting its abstracted example-base specific to an
application domain. This not only eliminates the alternative translations but also
generates more accurate and acceptable translation. The AnglaHindi system attempts
to integrate example-based approach with rule-base and human engineered post-

editing".

1.2.6. Anubharti'®: Anubharti (2004) (Sinha, 2004) approach for machine-aided-
translation is a hybridized example-based machine translation approach that is a
combination of example-based, corpus-based approaches and some elementary
grammatical analysis. The example-based approaches follow human-learning process
for storing knowledge from pasi experiences to use it in future. In Anubharti, the
traditional EBMT (Gupta and Chatterjee, 2003) approach has been modified to reduce
the requirement of a large example-base. This is done primarily by is achieved by
identifying the syntactic groups. Matching of the input sentence with abstracted
examples 1s done based on the syntactic category and semantic tags of the source
language structure. Both of these system architectures, AnglaBharti and AnuBharti,
have undergone a considerable change from their initial conceptualization. In 2004
these systems named as AnglaBharti-Il and AnuBharti-II. AnglaBharti-II uses a

generalized example-base for hybridization besides a raw example-base.and the

13 http://www.cse.iitk.ac.in/users/rmk/proj/proj.htmi
'* Thanks to Pinki Nainwani for her brief presentation on this topic during group discussion.
15 http://www_iitk.ac.in/infocell/ Archive/dimov2/techno_machine.html
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AnuBharti-II to cater to Hindi as source language for translation to any other

language, though the generalization of the example-base is dependent upon the target

language.

1.2.7. Matra by Centre for Development of Advanced Computing, Mumbai
(erstwhile NCST)'®: The MaTra system (2004), developed by the Natural Language
group of the Knowledge Based Computer Systems (KBCS) division at the National
Centre for Software Technology (NCST),Mumbai (currently CDAC, Mumbai) and
supported under the TDIL Project is a tool for human aided machine translation from
English to Hindi for news stories. It has a text categorization component at the front,
which determines the type of ﬁews story (political, terrorism, economic and so on.)
before operating on the given story. Depending on the type of news, it uses an
appropriate dictionary. It requires considerable human assistance in analyzing the
input. Another novel component of the system is that given a complex English
sentence, it breaks it up into simpler sentences, which are then analyzed and used to
generate in Hindi. They are using the translation system in a project on Cross Lingual
Information Retrieval (CLIR) (Rao, 2001) that enables a person to query the web for

documents related to health issues in Hindi.

1.2.8. UCSG MAT by University of Hyderabad'’: MAT is a machine aided
translation system for translating English texts into Kannada. It requires post editing.
vIt works at sentence level. It parses an input sc_antence using the UCSG (Universal
Clause Structure Grammar) parsing technology (developed by Dr. K. Narayana
Murthy) and then translates it into Kannada using the English-Kannada bilingual

dictionary, Kannada Morphological Generator and the translation rules.

' http://www.ncst.emet.in/matra/
http://www.ncst.ernet.in/matra/about.shtm]

' http://www.uohyd.ernet.in/
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1.2.9. UNL MT by Indian Institute of Technology, Mumbai'®: IIT, Mumbai is the
Indian participant in Universal Networking Language (UNL) project. UNL is an
international project of United Nations University. UNL is an interlingua for semantic
representation. Input in the source language is converted into UNL and then de-
converted from UNL to the target language. Currently, work on conversion and

deconversion in English, Hindi and Marathi is going on.

1.2.10. Tamil Anusaaraka by Anna University’s K. B. Chandrasekhar Research
Centre, Chennai'’: The aim is to build a Human Aided Machine Translation System
for English-Tamil. The MT system has three major components, viz. morphological
analyzer of source language, mapping unit and the target language generator. The
Tamil-Hindi Machine Aided Translation (MAT) system has a performance in the
range of 75%. The state-of-the-art Tamil Morphological analyzer can handle nearly

3.5 million word forms including compound words with more than 95% accuracy.

1.2.11. MAT by Jadavpur University?’: Jadavpur University at Kolkata has a rule-

based English-Hindi MAT. It uses transfer approach. It works for news sentences.

1.2.12. Anuvaadak by Super Infosoft?!: Anuvaadak 5.0 system has been developed
by super Info soft private limited, Delhi under the supervision of Mrs. Anjali Rao
Choudhury for a general purpose English-Hindi Machine Translation. For specific
domains it has inbuilt dictionaries. It has specific domains like Official, formal,
agriculture, linguistics, technical and administrative. The meaning of any English
word is not available in Hindi in dictionary then there is facility of translation is
provided. In the windows family this software runs on any Operating system. The
Spell-checker is in both English and Hindi. It has an inbuilt thesaurus and grammar

checker. Inbuilt grammar checker works in pre-translation and post-translation stages.

18 http://www.cfilt.iitb.ac.in/
1% http://www.au-kbc.org/frameresearch.html
0 http://www jadavpur.edu/

2! http://www.mysmartschool.com/pls/portal/portal. MSSStatic.Product Anuvaadak
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It has inbuilt dictionaries for specific domains e.g. official, formal, agriculture,
linguistics, technical, and administrative. An English word processor is inbuilt. When
Hindi meaning of the English word is not available in dictionary, facility of
transliteration is provided. The software runs on any operating system in the Windows

family.

1.2.13. Anubaad hybrid machine translation system: Anubaad a hybrid MT system
is developed in the year 2004 for translating English news headlines to Bengali,
developed by Bandyopadhyay (2000) at Jadavpur University Kolkata and. The current

version of the system works at the sentence level.

1.2.14. Statistical MT by IBM??: IBM India Research Lab at New Delhi has started
work on statistical machine translation between English and Indian Languages. Their

work is based on similar work at IBM for other languages.

1.2.15. Oriya Machine Translation System (OMTrans) by Utkal University,
Vanivihar®™: In OMTrans, the source language is English and target language is
Oriya. It does sense disambiguation using the N-gram model. It has a parser and Oriya
Morphological Analyser (OMA), OGC (Oriya Grammar Checker), OSC (Oriya Spell
Checker) and OSA (Oriya Semantic Analysis). These modules contribute to OWP
(Oriya Word Processor) which facilitates multilingual editing.

1.2.16. Shiva and Shakti machine translation: The system Shiva is an Exafnple-
based and the system Shakti is working for three target languages like Hindi, Marathi
and Telgu. Shiva and Shakti are the two Machine Translation systems from English to
Hindi and are developed jointly by Carneige Mellon University USA, international
institute of information technology, Hyderabad and Indian institute of science,
Bangalore, India. The system is used for translating English sentences into the
appropriate language. Shakti machine translation system (Bharati et al., 2003) has

been designed to produce machine translation systems for new languages rapidly.

22 http://www.research.ibm.com/irl/projects/translation.html

3 http://www.ilts-utkal.org/omt.htm
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Shakti system combines rule based approach with statistical approach whereas Shiva
is Example-Based machine translation system. The rules are mostly linguistic in
nature and the statistical approach tries to infer or use linguistic information. Some
modules also use semantic formation. Currently system is working for three languages

(Hindi, Marathi and Telugu).

1.2.17. Tamil-Hindi machine aided translation system>*: The system Tamil-Hindi
Machine-Aided Translation system has been developed by Prof. C.N. Krishnan at
Anna University at KB Chandrashekhar (AU-KBC) research centre, Chennai. The
translation system is based on Anusaaraka Machine Translation System, the input text
is in Tamil and the output can be seen in a Hindi text. It uses a lexical level translation
and has 80-85% coverage. Stand-alone, API and Web-based on-line versions are
developed. Tamil morphological analyser and Tamil-Hindi bilingual dictionary are
the byproducts of this system. They also developed a prototype of English-Tamil
Machine-Aided Translation system. It includes exhaustive syntactical analysis. It has

limited vocabulary (100-150) and small set of transfer rules.

1.2.18. English-Kannada machine-aided translation system: English-Kannada
MAT system is developed at Resource Centre for Indian Language Technology
Solutions (RC-ILTS), University of Hyderabad by Dr. K. Narayana Murthy. The
system is essentially a transfer-based approach and it hag been applied to the domain
of government circulars. English-Kannada machine translation system using
Universal Clause Structure Grammar (UCSG) formalism. The system is funded by the

Karnataka government.

1.2.19. Hinglish machine translation system: Hinglish a machine translation system
for pure (standard) Hindi to pure English forms developed by Sinha and Thakur
(2005) in the year 2004. It had been implemented by incorporating additional level to
the existing English to Hindi translation (AnglaBharti-lI) and Hindi to English
translation (AnuBharti-II) systems developed by Sinha. The system claimed to be

produced satisfactory acceptable results in more than 90% of the cases. Only in case

2 http://www.au-kbc.org/research-areas/nlp/demo/mat/
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of polysemous verbs, due to a very shallow grammatical analysis used in the process,

the system is not capable to resolve their meaning.

1.2.20. English to (Hindi, Kannada, Tamil) and Kannada to Tamil language-pair
example based machine translation system: English to {Hindi, Kannada and
Tamil} and Kannada to Tamil language-pair example based machine translation
system developed by Balajapally ef al. (2006) in the year 2006. It is based on a
bilingual dictionary comprising of sentence dictionary, phrases-dictionary, words-
dictionary and phonetic-dictionary is used for the machine translation. Each of the
above dictionaries contains parallel corpora of sentence, phrases and words and
phonetic mappings of words in their respective files. Example Based Machine
Translation (EBMT) has a set of 75,000 sentences most commonly spoken that are
originally available in English. These sentences have been manually translated into

three of the target Indian languages, namely Hindi, Kannada and Tamil.

1.2.21. Punjabi to Hindi machine translation system: Punjabi to Hindi machine
translation system developed by Josan and Lehal at Punjabi University Patiala in the
year 2007. This system is based on direct word-to- word translation approach. This
system consists of modules like pre-processing, word-to-word translation using
Punjabi-Hindi lexicon, morphological analysis, word sense disambiguation,

transliteration and post processing. The system has reported 92.8% accuracy.

1.2.22. Sampark®: Machine translation System among Indian language: Sampark:
developed by the Consortium of institutions. Consortiums of institutions include HIT
Hyderabad, University of Hyderabad, CDAC (Noida, Pune), Anna University, KBC,
Chennai, IIT Kharagpur, IIT Kanpur, [ISc Bangalore, IIIT Alahabad, Tamil
University, Jadavpur University in the year 2009. Currently these MT systems have
two unidirectional (Hindi-Marathi and Hindi-Bangali) and five bidirectional (Panjabi-

Hindi, Urdu-Hindi, Telugu-Hindi, Tamil-Hindi and Tamil-Telugu) systems’

1.2.23. Hindi to Punjabi machine translation system: Hindi to Punjabi Machine

translation System developed by Goyal and Lehal (2010) at Punjabi University Patiala

25 hitp://sampark.iiit.ac.in/sampark/web/index.php/content
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in the year 2009. This system is based on direct word-to-word translation approach.
This system consists of modules like pre-processing, word-to-word translation using
Hindi-Punjabi lexicon, morphological analysis, word sense disambiguation,
transliteration and post processing. The system has reported 95% accuracy. The
overall conclusion of machine translation systems in Indian perspectives that from the
year 1995 to 2009 the MT systems developed have achieved lots of success in
translating languages. Still work has been carried out to achieve better thaI; previous

study.

1.2.24. Development of Sanskrit Computational Toolkit and Sanskrit-Hindi
Machine Translation System: This project in the consortium mode under the
leaderaship of Amba Kulkarni (University of Hyderabad) has been funded by DIT
since April 2008 for building computational tools and Sanskrit-Hindi MT in the
domain of children stories, and for building mutimedia and e-learning content for

kids.

1.2.25. SaHiT: Sanskrit-Hindi Translator is being developed by JNU under the
supervision of Dr. Girish Nath Jha. Various tools for Sanskrit (SL) processing has

been developed which is accessible at http:/sanskrit.jnu.ac.in .

1.2.26. Anusaarak Sanskrit Hindi MT System: It has been developed by Dept of
Sanskrit, University of Hyderabad, under the supervision of Amba Kulkarni.
According to the information given on the website, it produces Hindi translation of a
Sanskrit text and also provides intermediate outputs at various levels viz. pada-

vislesana, karaka- vislesana, sabdartha-nirdharana etc.
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1.3.  Recent projects funded by DIT under the TDIL program *°
Name of Ongoing Project Started on | Output Target
Development of Sanskrit 28/3/2008 | MT System & Language Tools

Computational Tool Kit and
Sanskrit Hindi Machine
Translation System , University of
Hyderabad

and Resources for Sanskrit

for Indian languages Hindi,
Telugu, IIIT Hyderabad

Development of Major North 28/3/2008 |Language Tools and resources for
Eastern Languages (Assamese, Major North Eastern Languages
Bodo, Nepali, Manipuri) in . _ (Assamese, Bodo, Nepali,
Consortia mode C-DAC Pune Manipuri)

Development of grammar 28/3/2008 | Punjabi Grammar checking
checking system for Punjabi , system

Punjabi university, Patiala

Development of language tools 28/3/2008 | Linguistics resource & Tools for
and linguistics resource for Kashmiri Language

Kashmiri, university of Kashmir

Resource Centre for Indian 11/7/2007 | Language Tools and Resources
language solution 2nd phase for Assamese and Bodo
Assamese and Bodo, IIT

Guwahati

Development of Manipuri 12/3/2007 |Language Tools and Resources
Language Technology , Manipur for Manipuri Language
University, Imphal

Standardization of IPA-IL for 3 19/3/2007 |IPA-IL for 3 Indian Languages
Indian Languages Hindi, Hindi, Assamess, Bengali.
Assamese, Bengali, CDAC

Kolkata

Development of adequate 19/3/2007 | TTS for Nepali

intonated TTS for Nepali, CDAC

Kolkata

Development of phonetic engine |19/3/2007 | Phonetic Engine for Telugu and

Hindi ;

% http://www.mit.gov.in/content/language-computing-group-vi
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Consortium for development of | 22/3/2007 | MAT System based on Angla
MAT System based on Angla Bharati Technology (Mission
Bharati Technology , 11T Kanpur Mode );Six Languages pairs:
(Consortia Leader) English to Hindi/ Marathi/
Bengali/ Oriya/ Tamil/ Urdu.
Development of Robust document | 5/9/2006 | Text document analysis and
analysis and Recognition system Recognition system for printed
for printed Indian scripts (Text Indian scripts system (Mission
OCR) system, IIT Delhi Mode )
10 Scripts: Bengali, Devanagari,
- Malayalam, Gujarati, Telugu,
Tamil, Oriya, Tibetan,Nepali,
Gurumukhi, Kannada
Development of online hand 13/11/2006 | Online hand writing recognition
writing recognition system for system for Indian languages
Indian languages (OHWR), [ISc (Mission Mode );6 Scripts:
Bangalore (Consortia Leader) Devanagari, Bengali, Tamil,
Telugu, Kannada and Malayalam
Development of Indian Language- | 30-8-2006 | Machine Aided Translation
Indian Language Machine Aided system (Mission Mode )
Translation (EL-ILMAT) System, Six Languages pairs: English to
CDAC Pune (Consortia Leader) Hindi/ Marathi/ Bengali/ Oriya/
Tamil/ Urdu.
Development of Indian Language |29/8/2006 |Machine Aided Translation
to Indian Languages Machine | (Mission Mode )
Aided Translation (IL-IL MAT) Nine Language pairs: Tamil-
System, III'T Hyderabad Hindi, Telugu-Pfindi, Urdu-Hindi,
Kannada-Hindi, Punjabi-Hindi,
Marathi-Hindi, Bengali-Hindi,
Tamil-Telugu, Malayalam-Tamil
Development of Cross Lingual 29/8/2006 | Cross Lingual Information Access
Information Access (CLIA) (CLIA) system (Mission Mode)
system, IIIT Bombay (Consortia Six Languages: Bengali, Hindji,
Leader) Marathi, Punjabi, Tamil and
Telugu. i
National Roll-Out Plan project C- [21/12/2005 | Indian language technology

DAC Pune

Software tools zl‘md fonts
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1.4. Work done in Sanskrit NP processing

Not a single work is directly related to Sanskrit NP processing but wherever nominal
word is processed, it is assumed that they may partially contribute to NP processing.
Some important analyzer tools which are somehow related to NP processing in SHMT

are as follows:

1.4.1 Sanskrit POS Tagger is developed as a Ph.D. result by R. Chandrasekar
under the guidance of Dr. Girish Nath Jha, Special Centre for Sanskrit Studies
(SCSS), INU. It performs as a primary tool in SHMT by tagging each string with its

grammatical category.

1.4.2  Sanskrit kdraka analyzer®’ is developed as a Ph.D. result by Sudhir Kumar
Mishra (2007) under the guidance of Dr. Girish Nath Jha, SCSS, JNU . This system
analyses the karakas in a given input (i.e. Sanskrit prose text) on the basis of Panini
and katyayana karaka formulation. karaka identification in a NP is important for the

handling of vibhakti chinha (case marker) in Hindi.

1.43 Subanta analyzer® is developed as a part of M.Phil. Dissertation by Subash
(2006) under the guidance of Dr. Girish Nath Jha, SCSS, JNU which uses a hybrid
approach of Paninian formalism and example-based technique and gives a
comprehensive computational analysis of subanta pada. It also provides a brief

information on Nominal Inflectional Morphology (subanta) of Pal)ini.29

1.4.4 Krdanta analyzer’® is developed as a part of M.Phil. Dissertation by Surjit
Kumar Singh (2008) under the guidance of Dr. Girish Nath Jha, SCSS, JNU. As
krdanta also forms NPs in Sanskrit and a lot of children domain texts and dramas have

krdanta form, it plays an important role in its analysis.

27 hitp://sanskrit.jnu.ac.in/karaka/analyzer.isp ; (21.5.2011; 3:45 PM).

28 http://sanskrit.jnu.ac.in/subanta/rsubanta.jsp (21.5.2011; 3:45 PM).

%Machine Recognition and Morphological Analysis of Subanta-Padas, pp-35-37.
30 http://sanskrit.jnu.ac.in/kridanta/ktag.isp (21.5.2011; 3:47 PM).
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1.4.5 Gender recognition and analyzer of sanjiia pada’ is developed as a part of
M.Phil. research work by Manji Bhadra (2007) under the guidance of Dr. Girish Nath
Jha, SCSS, JNU. It analyses the gender of a noun in SL input. In second chapter of the
dissertation, It provides a description on the effect of gender in Hindi agreement and

in third chapter, it provides information on simple Sanskrit NPs in brief as well.

1.4.6 Sabdabodha System developed by Academy of Sanskrit Research, Malkote,
claims to process all types of sentences of Sanskrit and handling of generation and
analysis of subantas. The website fvedavid’32 has only one page which shows that
Sabdabodha System was developed in 1995-96 and it contains Semusi as an important
component of the system. The website of Sanskrit Academy’” has a brief description
of Semusi from which it is clear that the system basically functions as Subanta

analyzer.

1.4.7 The Desika™ system developed by Indian Heritage Group, C-DAC, Bangalore
led by P. Ramanujan, claims to be a NLU system for generation and analysis for plain
and accented written Sanskrit texts based on grammar rules of Panini Astadhyayi. In
this system, subanta generation module is given which 1s downloadable from the
website of TDIL. According to TDIL website, The DESIKA software helps in
understanding a natural language input (typically an isolated sentence) through
paraphrasing, voice change, query answering or summarizing, to develop a language-
independent knowledge representation scheme based on ancient Indian Sciences, to
develop tools for linguistic analysis and to assist in analysis and presentation of
scriptural (accented text) knowledge, phonetic and language research, teaching etc., It
was- developed on DOS platform and has now been ported on Windows
platform®®. According to C-DAC, Bangalore website’® DESIKA is a comprehensive
package for generating and analysing Sanskrit words which serves the need for an

authentic Computer-based package for its study. It caters to different user

3! http://sanskrit jnu.ac.in/grass/analyze.jsp (21.5.2011; 3:47 PM).
32 http://www.vedavid.org/ASR/project.html (21.5.2011; 3:47 PM).
 hitp://www.sanskritacademy.org/Achievements1.htm# (21.5.2011; 3:47 PM).
34 http://tdil.mit. gov.in/download/Desika.htm (21.5.2011; 3:47 PM).

33 http://tdil.mit.gov.in/nlptools/ach-nlptools.htm (22.5.2011, 10:45 PM)
36 hittp://www.cdacb.in/htmV/ihg/pdf/desika.pdf (22.5.2011, 10:55 PM)
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communities like Academicians, Students, Researchers, Linguists, Computer

Scientists etc.

1.4.8 Morphology of Sanskrit Case Affixes: A Computational Analysis is done
by Dr. Girish Nath Jha (1993), JNU. This work takes into the account the Paninian
formalisms for inflectional morphology of case affixes and its explanation as provided
by Bhattojidiksita’s Siddhantakaumudr and gives the paradigm of word forms for
most of the words correctly. A small program for plural morphology of Hindi has also
been given which generates plural forms of Hindi words (with or without

postpositions).

1.4.9 Sanskrit Morphological Analyzer of JNU: The "Sanskrit Morphological
Analyzer" is a collection of modules developed as a result of Computational Sanskrit
R&D at Special Center of Sanskrit Studies, JNU under the supervision of Dr. Girish
Nath Jha. It gives the morph analysis of Sanskrit input word.

1.4.10 Sanskrit Morphological Analyzer was developed by Vinish Jain, an M.Tech
student of IIIT-Hyderabad, under the guidance of Amba P. Kularni, which was a
further development of an earlier working Sanskrit Morphological Analyzers
developed at ASR Melkote. Later with the collaboration of RSVP, Tirupati Sanskrit
Hindi Machine Translation System (Sampark) is developed in HCU””.

1:4.11 Vibhakti Divergence between Sanskrit and Hindi*® Vibhakti divergence
between the both languages is studied by Patel Preeti Khimji which presents the
difference in case marking. She has classified the divergence into 7 categories®
saying that the divergence discussed by Dorr [1994] is either of rare occurrences or
does not pose much problem in MT. Her study is presenting the kdraka prakarana of
Astadhyayi in a classified manner but the dependencies of Hindi case marker i.e. the

cause of getting particular case marker in Hindi 1s not discussed during contrastive

representation of both languages.

37 http://www.sanskrit.uohyd.emet.in 23.5.2011, 4:00PM

3% M_Phil. Dissertation Submitted by Patel Preeti Khimji in Dept. of Sanskrit Studies, School of
humanities, Uinversity of Hyderabad in June 2010.

% Optional, Exceptional, Differential, Alternative, Non-karaka, Verbal and Complex-perdicate.
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1.4.12 Anaphora in Sanskrit: Jha, Girish Nath (et al.)** has presented a
comprehensive documentation and classification of Sanskrit anaphora and the
resolution system is a part of Sanskrit Analysis System developed by the principal
author at Computational Linguistics R&D, Special Centre for Sanskrit Studies,
Jawaharlal Nehru University, New Delhi.

1.4.13 Discourse Anaphora and Resolution Techniques in Sanskrit: Jha, Girish
Nath (et al.)*! has collected and classified cases of discourse anaphors in Sanskritfrom
a wide renging sample from earliest times to the 18" century text of Ambika Dutta
Vyasa (Sivarajavijayam) and then p;esented a computational model to ﬁandle such

cases in Sanskrit.

1.4.14 Sanskrit Anaphora Resolution System: Madhav Gopal is currently working
on Anaphora resolution system for Sanskrit called Sanskrit Anaphora Resolution
System (SARS) in JNU. His work is primarily concerned with resolving pronominal
anaphors in Sanskrit text Pancatantra. He uses PNG constraints mainly for pairing
anaphor and antecedent. He intends to provide a robust algorithm and a tool which is

implemented in Java.

1.4.15 Sanskrit Compound Processor: This research work is being done by Mr.
Anil Kumar in HCU under the supervision of Amba Kulkarni. Their paper Sanskrit
Compound Processor'? presents the importance of compound processing to
understand their meaning and decode the relations between its components and to
produce their vigrahavakya. This work may also be seen as an important one for

handling compound nominals in NP mapping in SHMT.

1.4.16 Knowledgebase for karma-karaka: This research is being done by Ms.

Manji Bharda*®® in JNU. In this research the most desired i.e. the karma of the given

“ Johansson, C. (Ed.) Proceedings of the Second Workshop on Anaphora Resolution (2008)

! Devi, Sobha Lalitha (ed al.) Proceedings of 7" Discource Anaphora and Anaphora Resolution
Collogquium (2009)

“? G.N.Jha (Ed.):Sanskrit Computational Linguistics, LNCS 6465, pp.57-69, 2010. © Springer-Vergal
Bernil Heidelberg 2010.

* http://sanskrit.jnu.ac.in/rstudents/phd.jsp
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sentence is being taken care. So this research will help us in handling karma during

SHMT.

1.4.17 Lexical Ambiguities and their resolution in Sanskrit with Special
Reference to Parnchatantra: This research is being done by Mr. Muktanand
Agrawal** in JNU. In this research, lexical ambiguities are being resolved. So this

research will help us in handling ambiguities during SHMT.
1.4.18 Named Entity Recognition for Sanskrit: a hybrid approach :

This research is being done by Mr. Sachin Kumar®® in JNU. In this research Named
Entity Recognition System is being developed. This research may help us in

disambiguating Sanskrit names from adjectives.

1.5 Difference of the present work from the other available works

Except 1.2.11, all the above discussed researches deals with Sanskrit input texts
mainly and does not map the NPs from SL to TL. Without NP mapping from SL to
TL, appropriate case marking in TL (Hindi) is not possible and NP mapping between
both language pairs needs a comparative study of the language pairs to find the
contrastive properties in them. The work discussed in 1.2.11, although presents the
divergence between Sanskrit and Hindi, ﬂt‘)ut not gives any to handle these diversions.
Where is ko getting dropped and why somewhere we need the ko marker? How do the
animate-inanimate factor and transitive-intransitive factor affect the ko case marker?
How to differentiate between ko and ke liye, se and ke dvara, mén and para? How to
handle case markers with adjectives? Even how to differentiate the adjectives and the
Substantives in Sanskrit? These things are completely untouched as nowhere these

things are discussed. These will be discussed in the present study.

Further, if multiple case marker is possible in a particular sense then frequency of

case markers should be checked and case marker with higher frequency should be

* http://sanskrit.jnu.ac.in/rstudents/phd.isp
45 http://sanskrit.jnu.ac.in/rstudents/phd.jsp

24



assigned. Case marker generally depends on gender of noun, animate-inanimate
objects and verbs as well. So the dependency of case marker should be checked.
Gerund in a noun phrase also needs to be tackled correctly for MT which depends on

gender and number of the noun.

Change in gender of a noun (ddra=patni; agni=dga etc), as well as handling of
particles (i.e. ca, va, api, iva etc.) is very important in NP mapping. Word order is
another important issue with NP mapping as place of modifier of a noun has a fixed
position in Hindi and contrary Sanskrit has respectively free word order. For example-
if subject + modifier + auxiliary verb (i.e. tha/hai/hogda etc) sequence is there in a
Hindi sentence, modifier may come before or after the subject. But if there is main
verb in the sentence, modifier always comes before the subject in Hindi. In Sanskrit,
adjective may take its anywhere in a NP. In this research, all these challenging aspects
in NP mapping in SHMT will be discussed which will be giving a theoretical
framework for correct output in SHMT. In modern linguistics specially, there is a lack
of Sanskrit Hindi comparative study at NP level. So this research may fulfill that need
and will help in evolving a cross-linguistic model for Indian languages and writing

Transfer Grammar rules for SHMT.

1.6. Research methodology

For this kind of applied research work in Computational Linguistics, a theoretical
base is required. Any exhaustive research work, directly related to the comparative
study of Sanskrit-Hindi NP is not available as a theoretical base. As case level study
of Sanskrit syntax and Hindi syntax is available separately, here it is obtained by the
comparative study of both languages at the NP level which includes adjectives,
determiners and case markers in it. On the basis of contrastive properties found by the
comparative study of Sanskrit-Hindi Syntax, the transfer grammar rules will be

written (theoretically) to map the NPs in SHMT.
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Chapter-2

SANSKRIT-HINDI NOUN PHRASE
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2.1 Introduction

Samuel R. Levin states two very important lines: a) the demonstration in 1786 by Sir
William Jones that Sanskrit offered a close relationship to the Classical, Germanic,
and Celtic languages ushered in the first major phase of what might be termed modern
linguistic studies and b) The fact that Sanskrit, an extensively documented language,
with a highly developed grammatical system and phonological and morphological
sub-systems that were at once archaic and transparent, has provided the impetus for a
century of intensive work in the comparative reconstruction of the parent Indo-
European language.! These lines are presenting the important contribution of Sanskrit
to modern linguistics and we find a deep philosophical discussion on syntactico-
semantic relation in Sanskrit tradition. In this chapter, Sanskrit-Hindi noun phrases

are compared to find the syntactic difference.

2.2 General Concept of Noun Phrase

Noun Phrases (NP) are phrases in which the head word is a noun, i.e. the noun is
shown to be the head of the phrase by its primary stress, and syntactically whole
group can be replaced by a simple noun. Noun phrases occupy the characteristic
syntactic positions and case roles of nouns. These syntactic positions are most
typically those of subjects, direct objects, indirect objects and nominal predicates.
Pronouns and names make up the smallest noun phrase, since they typically come by
themselves, with neither determiners nor any other modifiers. This is so because
modifiers function, in various ways, to restrict the domain of possible reference of a
noun; and both the pronouns and names refer to unique entities that require no further
specification. A NP that is neither a name nor a pronoun is then made out of an
obligatory head noun plus, optionally, some modifiers. The head noun is the core of
the NP which determines its lexical-semantic type. Modifiers may indeed add various

types of information to the head noun, but typically do not change its inherent lexical

' Modern Linguistics: Its Development and Scope ;The Journal of Higher Education, Vol. 36,
No. 3 (Mar., 1965), pp. 137-146
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type. The central role of the head noun in the NP may be expressed by the rule of
semantic amalgamation of the NP i.e. whatever semantic features belong to the head

noun also belong to the entire NP.

NP can be a pronoun, a name or a full noun phrase (i.e. grouped words headed by a
noun). The general rule (in English) that orders the various optional modifiers relative

to the head noun as well as vis-a-vis each other may be given as:
NP=(QUANT) (DET) (AP) N (REL/ POSS-NP/ N-COMP).

Here the modifiers that precede the head noun are, in order, Quantifiers (QUANT),
Determiners (DET), and Adjectival Phrase (AP). Modifiers that follow the head noun
are the Relative clauses (REL), Possessor NP (POSS NP) or Noun Complements (N-
COMP).

2.3 Noun Phrase in Sanskrit

The concept of Noun Phrase (NP) in modern linguistics is well established and that
approach is being applied for many languages including Hindi. In NP, there is a head
Noun which may be further followed by an adjective and/or determiner (i.e. ekah,
kascit etc). Sanskrit (post Paninian), which is claimed as the most suitable natural
language for Artificial Intelligence/Computational Linguistics’, is studied from
different perspectives by linguists. Spiejer and Tarapurwala have worked on Sanskrit
Syntax and Brahamchari Surendra kumar has implemented Fillmore Case grammar on
Sanskrit Syntax. Many scholars have used the term ‘Noun Phrase’ in their papers, but
still there is scope for a discussion on the nature of Sanskrit and the possible concept
of NP in Sanskrit. One needs an understanding of Sanskrit NP first then only one can

move towards its comparison with Hindi NP.

It is generally claimed that Sanskrit, being inflectional language, does not possess a

word order and that scrambling does not affect the meaning conveyed because of the

? Briggs, Rick (1985)
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vivaksa and that the karaka relation (syntacto-symentic relation), word order becomes
irrelevant. For example: a) kamalam vikasati has Noun-Verb combination where the
noun kamalam alone is considered as NP and verb vikasati as VP. But in b) nilam
kamalam sayam vikasati, we clearly find the grouped words in NP as well as in VP.
When c) nilam kamalam (which is shown as NP in the above example) is presented as
a sentence, can it be called NP? Or does it show NP-VP? Here asti/bhavati/vartate
can be assumed to complete this sentence. But this kind of assumption may be called
an extra effort to get the proper meaning and it is clearly a semantic processing of a
given sentence. At a first look, it appears as a samanadhikarana (or visesya-visesana)
and without assuming a verb, can we refer this as an NP? This type of problem gives a
chance to raise question on the concept of Sanskrit NP. Further when we change the
word order of (b) (i.e. nilam kamalam sayam vikasati) and represent it like (d) vikasati
nilam sayam kamalam, we find this difficult to be grouped in a phrase. Although
semantically this type of sentence consists of NP and VP but one can say that here
free word order in the above example is restricting its representation as NP-VP. H.S.
Ananthnarayana® writes ‘The Noun Phrase can be manipulated to occupy any position
in sentence without any modification of the meaning of the sentence although a
certain order may be preferred to others.” Here if we will prefer the general word

order of (b) instead of (d), then we may have no difficulty in NP grouping.

Another example, khadati is a sentence’ but the agent (i.e. NP) is not expressed here.
In this case how we can present the concept of NP in Sanskrit? Simply, this is the case
of pro-drop parameter. There is no problem in identifying the first person and second
person agents in Sanskrit sentences as verbal suffix (si, thah, tha, mi, vah, mah)
indicates its single possible agent. But verbal suffix i (which takes third person
singular number as its agent) may take different names as its agent or it may take

pronominal words depending on the agent’s gender. So, only verbal suffix # has

problem in identifying its possible NP.

3 The karaka theory and case grammar, Indian Linguistics, Vol.31, p-16.
* ekatin vakyam
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Further, ‘drstah mrgah’ can be used as a Noun Phrase if we assume
asti/bhavati/vartate and in that condition Ardanta pada ‘drstah’ functions as modifier.
But when the word order of this sentence (drstah mrgah) is changed as mrgah drstah,

drstah functions as verb instead of a modifier.

It 1s noticed that the change in word order sometimes doesn’t affect the meaning
conveyed but sometimes clearly affect the meaning. So question is raised on the claim
of being Sanskrit as a free word order language. This view is examined by scholars’
and it is established that there is a general word order which is usually found in simple
prose texts. Ashok Aklujkar in his paper ‘Some theoretical observation on word order
in Sanskrit’, points out the two views of J F Staal clearly “Anyone who wishes to find
precise rules for word order in Sanskrit will constantly meet with similar problems [=
problems similar to ones pointed out by Pataiijali in Mbh.], provided the sentences he
studies are not uncommonly short” (and hence that person will run into difficulties).
He clears the conditional statement (provided the sentences he studies are not
uncommonly short) and brings out the fact that the lesser the number of constituents
in a sentence, the higher the probability of scrambling. When a long sentence is
presented in Sanskrit, it becomes difficult to keep any constituent word anywhere
frequently. There we can see the word order in Sanskrit. It can also be supported by
the fact that the commentators first do the anvaya of any Sanskrit verse where he
follows a general sequence by the following saying- ‘vifesanam puraskrtya visesyam
tadanantaram, kartr-karma-kriya-yuktam etadanvaya—lak,sanam’é. Here modifier (if
available in a verse) is kept before the noun (modified) which is karta and the
sentence pattern is SOV. Another saying regarding the word order is: ‘@dau kartr-
padam vacyam dvitiyadi padam tatah, ktva-tumun-lyap ca madhyettu kuryadante

kryapadam’’.

Thus we see that the word order is used generally in prose sentences and anvaya,
basically a simplification of Sanskrit verse, is the first step in the processing of

Sanskrit vanmaya. After establishing the fact that there is a logical word order in

% Staal (1967), Aklujkar (1996), Gillon (1996).
6 Samasacakram, verse 5.
" Aklujkar, Ashoka: Some theoretical observation on word order in Sanskrit’
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Sanskrit, we can present some sentences in a logical word order where we can try to

find the NP in a Sanskrit sentence.

It is said that ‘one of the main differences between the Indian approach to language
analysis and that of the most of the current linguistic theories is that the analysis of
the sentence was not based on a noun-phrase model with its binary parsing technique
but instead on a conception that viewed the sentence as springing from the semantic

message that the speaker wished to convey.” ®

Although, NP binary parsing is not necessary in Sanskrit Syntax, in a simple sentence,
where agent and the verb is clearly mentioned, we can find the concept of phrase.
The Indian approach of language analysis is semantic but the syntactic structure is
also well discussed in Astadhyayi. To understand the concept of Sanskrit NP, the

understanding of Sanskrit pada and sentence (pada samitha) is needed.

2.3.1 Pada in Sanskrit: The concept of naman, akhyata, upasarga and nipata is
well discussed in Nirukta. Here naman’ and akhyata'® denotes subject and predicate
respectively. The sutra ‘pradayah (P.1.4.56) tells about 22 pradi-particles in
Sanskrit and the next sutra ‘upasargah kriyayoge (P. 1.4.57)’ describes its use with
the verbs in the sentence. In nipdtas, some are used in predicate as kriya. For
example- svaha, svadha Srausat, vausat etc and some in subject. Therefore, it can be
said that upasarga goes with a root (Gkhata or krdanta) and nipdta with naman (with
some exceptions broadly) and the traditional concept of naman, akhata, upasarga and
nipata has two main categories subanta and tinanta only. Necessity of sup and ti7i can
be explained by the statements of grammarians. Bhartrhari says that the Sabda,

generally called ‘word’ in English, is the medium of knowledge:

na so’sti pratyayo loke yah sabdanugamadrte|

. o . - 11
anuviddhamiva jiianam sarvam Sabdena bhasatel|

Its vast range of usage is presented precisely in Mahabhasya:

® Briggs, Rick (1985)

? satvapradhandani namani; (Nirukta).

19 bhavapradhanamakhyatam, (Nirukta).

Y Vakyapadiya (1/123),ed. Sharma, Pt. Raghunath (1988).
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mahan sabdasya prayogavisayah. saptadvipa vasumati, trayo lokah, catvaro vedah
sangah sarahasya bahudhd bhinndh- ekasatamadhvaryusakhah, sahasravartama
samavedah, ekavimsatidha bahvrcam, navadha atharvano vedah, vakovakyam,

itihdsah, puranam, vaidyakamityetavan sabdasya prayogavisayah.

Thanks to Panini for a systematic grammar of language. He states that padas (subanta
and tinanta) are essential component in the formation of a sentence in Sanskrit'?. The
subanta has pratipadika (base word derived from root) and sup suffix and tirianta has
root and tin suffix. Every verb (tirnanta as well as krdanta) requires an agent and a
subanta pada comes as an agent as well as its modifier in a sentence. A pada may

also be called vakya in Sanskrit".

2.3.2 Subanta pada: There are five types of subanta pada in Sanskrit:- Nominal
subanta (including stri-pratyayanta subanta), Krt-pratyayanta subanta, Taddhit-

pratyaydanta subanta, Samasanta subanta and Indeclinable subanta.

2.3.3. Nominal subanta: From the sutra- ‘arthavadadhaturapratyayah pratipadikam
(P.1.2.45)’ nominal subanta has a pratipadika (a meaningful base word) and sup
pratyaya (suffix) is added to form a usable pada in a Sanskrit sentence. As - ramah
gacchati. In this example, ramah (nominal subant) has base word rama and suffix su
is added to make it usable in a sentence. Here stri-pratyayanta subanta is also
included in nominal subanta because of paribhasa- ‘pratipadika-grahane linga-
visistasyapi-grahanam’. There are 8 types of stri-pratyayas- tap, dap, cap, nip, nis,
fitn, afi and ti, which are used with pratipadikas to form stri-pratyayanta subanta.

These stri-pratyayanta subanta functions same as nominal.

2.3.4 krt-pratyayanta subanta (primary derived nominals): It is well discussed in
Nirukta and Mahabhasya that all nominal forms are made of roots in Sanskrit'.

Nominal subanta raima may also be called krt-pratyayanta because it has Vram+ghari

12 suptifiantam padam (P.1.4.14).
3 Padyate artho vagamyate anena iti padam nama vakyam.
'* nama ca dhatujamaha nirukte vyakarane $akatsya ca tokam- in Maha. on ‘unadayo bahulam’ (P. 3. 2.

D.
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pratyaya. (\/ram+ghaﬁ > \ram+a> rama+su> rdmah)ls. But krt-pratyayanta subanta
is mentioned separately because these are used as an agent/adjective as well as verb in
Sanskrit'®. as - sraddhavantah panditih na labhyante. In this example, sraddhavantah
is krt-pratyayanta subanta which is used as an adjective of ‘panditaly’. Participle
forms, which are also a kind of noun, are formed with krt-pratyaya. sah gatavan has
‘gatavan’ krt-pratyayanta subanta pada as a participle which has ktavat suffix in
Vgam. Same as- tasyah rodanam srutva janah dgatvantah. lyut, ghafi, ktin and the
suffixes mentioned in the adhikara of bhave sutra are used in Sanskrit to form
gerunds such as- pathanam (\{r)afh+lyu;) pathah (Vpath+ ghaii), matih( Viman+ktin)
etc. When fadarthya is expressed in the sentence, then the gerund is a part of VP
(svasthyalabhdaya bhramanam avasyakam). When it is unexpressed, for example, in
this sentence-‘bhramanam svasthyapradam asti’, gerund (‘bhramnam’ in this case)
becomes NP. In modern uses, verbs are changed into its krdanta forms for simplicity.
For example- bhramati= bhramanam karoti. So bhraman becomes noun after the split

of verb bhramati.

2.3.5 Taddhita-pratyayanta subanta (secondary derived nominals): Taddhita
prakarana is the biggest section of Astadhyayi. it is divided in many sub-prakaranas
in which specific types of taddhitanta word formation is discussed. Taddhita
pratyayas are added with pratipadikas and krdantas mainly.'” It is used to derive
genitive words in Sanskrit. For example- garga+ yafi =gargya, gargya+phak=
gargyayana. It functions as an agent as well as an adjective in Sanskrit NP. Ex-
magadhah nirnayati and magadhah candrguptah nirnayati. In the above examples,

magadhah is an agent as well as an adjective respectively.

2.3.6 Samasika subanta: Two or more padas are combined in a word to form a

compound nominal. Sup suffixes are generally added into the wutfara-pada of

1 vivaksadhina hi $abdavyutpattih (Astadhyayi-2.2.8) i.e. the analysis of language depends on
speaker’s intention.

' krdabhihito bhavo dravyavadapi kriyavadapi (Mahabhisya-5.4.1)

'7 Some taddhit suffixes (i.e. ak, tamam, taram kalpa etc) are used with verbs. For ex- pacati+ak=
pacataki.
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compound pratipadika (made with the combination of two or more padas).'® For
example- ramasca laksmanasca bharatasca Satrughnasca = ramalaksmana-
bharatasatrughnah. Samasa is well discussed in Astadhyayi. Samasanta subanta is
mainly used as a subject or an adjective or an adverb in a sentence. As- nilambarah
Sete has nilambarah (a compound word) as an agent. When one more nominal pada
is used with nilambarah, it can be an adjective of that nominal pada. In tena tat
vrttantam yathdyatham kathitam, yathayatham is an adverb which is compound

nominal.

2.3.7 Indeclinable subanta: Indeclinable subantas are those words which have same
form in all linga (genders), vibhakti (cases) and vacana (numbers).-19 These are
described in the following sutras in Astadhyayt - svarddinipatamavyayam,
taddhitascasarvavibhaktih, krnmejantah, ktvatosunkasunah, and avyayibhavasca
(P.1.1.38-41) and the result i.e. vibhakti lopa is said by the sutra avyayddapsupah
(P.2.4.82). In Amarako$a and other lexicons also, the indeclinable words are listed.
These are used for exclamations, conjuncts, pronouns (kutra etc), adverbs and
adjectives frequently. It is also used as an agent but are few in number. For example,
trimuni, unmattagangam (an example of avyayibhdava compound in Sanskrit) are an
Indeclinable nominals which can be used as agents in Sanskrit sentence. As-

trimunind proktam.

These are the five types of subanta pada in Sanskrit which is used in sentence. Here
the tinanta is not discussed as it is not related with NP. Now the definition of a
sentence will be discussed which helps in conceptualizing NP in Sanskrit and
describes its components and possible usage in various ways. In the definition of a

sentence, akhydta is also discussed which itself clears its importance in a sentence.

2.3.8 NP components in va. akhyatam savyayakdarakavisesanam vakyam:
Astadhyayt is the base of Sanskrit grammar which governs the syntax by its precise

rules. Here Panini didn’t give the definition of vakya (sentence) but he mentions the

'8 Some examples of ‘devatidvandva’ are its exceptions.
19 sadrsam trisu lifigesu sarvasu ca vibhaktisu, vacanesu ca sarvesu yanna vyeti tadavyayam.
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word vakya twice.? Katyayana wrote vartika on Astadhyayi and defines vakya:
akhyatam savyayakarakavisesanam vakyam which is explained in Maha‘tbhz‘lsya2 LIt
means that a sentence has akhyata which may be followed by ayaya, kdraka and
karakavisesana (i.e. modified karakas). From its further explanation, we get different
structures of a Sentence. In the vartika, savyayakarakavisesana part is divided in

savyaya, karaka, and karakavisesana and gives three types of sentence structure:

1) akhyatam savyayam vakyam: It means that akhyata with indeclinable is a vakya.

For ex- uccaih pathati.

2) akhyatam sakarakam vakyam i.e. akhydata pada which has karakas, is a vakya. Ex-
balakah khadati or phalam khadati or balakah phalam khadati etc.

3) akhyatam sakarakavisesanam vakyam i.e. akhyata with modified karakas, is a

vakya. Ex- sundarah balakah madhuram phalam khadati

The next vartika is sakriyavisesanam ca which adds adverbs to akhyata pada. Ex-

mandam calati.

In all the above sentence structures, akhydta is present as a compulsory component of
a sentence. If it is alone, it can also be a sentence by ekatin vakyam. In this context,

Bharf_rhari’s view of vakya can be discussed:

akhyatasabdah sanghato jatih sanighatavartini,
eko 'navayavah sabdah kramo budhyanusamhrtih||1||
padamadyam prthaksarvam padam sakarksamityapi,

vakyam prati matirbhinna bahudha nyayavadinam||2||

Here eight views are presented regarding vakya. They are: a) akhyatasabdah, b)
samghatah, c) samghatavartint jatih, d) eko’navayavah sabdah, e€) krama f)
budhyanusamhrtih, g) adyam padam and h) prthaksarvam padam sakariksam. These

are classified into two parts: akhanda and sakhanda vakyas. Three views (c) (d) and

20 yakyaderamantritasyasiiya sammati-kopa-kutsana-bhartsanesu (8.1.8); vikyasya teh pluta udattah
(8.2.82)
! Mahabhasya (2.2.1.)
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(f) are related to akhanda vakya and rest five are related to sakhanda vakya. In
sakhanda vakya also, samghata and krama are related with abhihitanvayavada and
rest three to anvitabhidhanavada. The three views of akhandavakya and adyam
padam of sakhada vakya is related with the understanding of meaning. Four views -
akhyatasabdah, samghatah, kramah and prthaksarvam padam sakanksam are directly

related to the syntax.

First view regarding vakya is akhyatasabda which states that a akhyata pada i.e. verb
may be a sentence. It is cleared by the commentators that c‘zkhydtam vakyam never
states that only akhyata is a sentence but it states that where karakas are not used and
only verb is present in ai sentence which gives a meaning, can also be a sentence.
(kvacid  akhyata Sabdo pi vakyam, yatra kdraka-sabda-prayogam vina
kevalakhyatasabdaprayoge 'pi vakyarthavagatih). As - pidhehi.

Second view, samghata states that the verb gets grouped with its adhydhrta (assumed)
agent to give its meaning. For example- pidhehi verb assumes tvam pada as its agent
and gives the meaning (tuma) banda karo in its Hindi. Karma may also be assumed as

dwaram pidhehi.

Third view, krama says that the padas are when expressed in a sequence then they
become a vakya. In the ambakartrka comentory on Vakyapadiya (2/49), importance

113

of pada-sequence is written as- “na kramavyatiriktam vakyam nama

vakyarthasyabhidhayakam™*

. The meaning of a sentence will be changed by the
alteration in sequence of padas in a sentence. As - aham eva gacchami-=>aham

gacchami eva (i.e. main hi jata hun and main jata hi hun in Hindi).

The definition, prthaksarvam padam sakariksam states that all the padas which have
sannidhya because of dkariksa, are collectively a sentence. This definition is similar to

the definition of jaimini- “arthaikatvadekam vakyam  sakariksam ced vibhage

22 Sharma, Pt. Raghunath (1980), Vakyapadiyam-2/49, p-95.
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syat” Both the definitions are same as the definition of sahityadarpanakara:-

“vakyam syadyogyatakanksasaktiyuktah padoccayah”24.

Thus it is clear from the above discussion that dkhyata (verb) is the soul of any
syntaxzs. A verb may alone be used in a Sanskrit sentence. If a verb is alone, it will
assume its agent because of its inflectional nature. As the definition of a sentence in
Sanskrit is well discussed in grammar, philosophy and poetics, the different possible
structures of sentences is basically based on the concept of nama and akhydta, well
known as nominal and verbal padas. In Sanskrit, when the minimum akarnksa is
fulfilled to express a meaning, no other word is required. Any verb can be taken for its
example because, in an inflectional language, suffix makes it easy to identify the
agent of a verb. For example- pathami is a verb in Sanskrit which is a sentence (when
used alone) and its agent is unexpressed. Here ‘ami’ suffix of the verb indicates that
aham is the only possible agent of this verb. There is no problem in identification of
first person and second person agents in a Sanskrit sentence because they are
pronouns. In third person, the agent can be identified by anaphora resolution.
Similarly, where verb phrase is not clearly indicated or intentionally omitted, there is
also a sentence. As -raksaso nama amdtyah is a sentence where the verb (as-
asti/babhiiva etc) is understood. In another example, ramah gatah, gatah is verb
which is not a tifianta, it is krdanta and krdanta is nominal in Sanskrit. It means that

the akhyata is not necessarily a tinanta, it may be krdanta which is a nominal pada.

We can also see that nominal (krdanta) is also used as kriya (absence of tifianta pada
doesn’t mean that there is no verb). So while, krdanta and tinanta are two types of
verb in Sanskrit which becomes VP (when tifianta comes alone or comes with
krdanta (as an adverb) and subanta, krdanta and taddhitanta pada becomes NP

(either as an agent or as an adjective).

> Jaimini Sutra-2.1.46.

2 sahityadarpana-2/1.

%5 The two contrastive views are debated on this issue vyaparamukhyavisesyaka and pramdtartha-
mukhyavissyaka sabdabodha. In devadattah gramam gacchati, Vaiyakarana says that gamananukila
vydpara (kriya/action) is main (pradhana) and Naiyayika says that the vyaparavan devadatta (agent) is
main. Mimamsaka also agrees with the first view.
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In ramah gacchati, ramah is the NP. As there is no adjective or an article with agent
‘rama’, it is clear that rama is the only possible head of NP in this example. If more
than one subanta is present in a simple Sanskrit NP, for example- sundarah ramah
gacchati, one will be the agent and another will be an adjective of that agent and both,

jointly will be the NP of a sentence.

In the ex- sraddhavantah na labhyante, Sraddhavantah is the NP which is a krdanta
pada and in the example- sraddhavantah panditah na labhyante, sraddhavantah

panditah is the NP.
In janaki agata, here janaki is a taddhitanta pada which is NP.
2.3.9 Usage of NP component:

The NP components are used in different types of Sanskrit sentences. There are three
types of sentences which are classified on the basis of their syntax: simple, complex
and compound. Study of these sentences is required to know the usage of different

nominal padas.

2.3.9.1 Simple sentence- Generally a subject (a simple nominal/a compound
nominal/a pronominal) and a predicate i.e. the agent and the verb is used in a simple
sentence. Example - balakah pasyati. There may be a verb used alone in a simple
sentence as well.?® In this condition, of course, there is no scope of NP study. Leaving
those sentences, we will look for the sentences which have NP. In these type of
sentences, an adjective may be there to modify the agent. Example — [{uttamah (adj.)
putrah} {dhyanena (adv.) pasyati.}] The length of subject (uddesya) can also be
increased by using the genitives with it. As - putrah> sarvagunasampannah putrah>
dasarathasya  sarvagunasampannah  putral™>  raghuvamsasya  dasarathasya
sarvaguna-sampannah putrah. When a compound nominal is used as a subject
(specially dvandva samasa), its different types of representation is possible. For

example- ramah laksmanah ca/ ramasca laksmanasca/ ramalaksmanau pathatah.

2 S
‘eka tifi vakyam’
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2.3.9.2 Complex sentence-There is one main subject (uddesya) and two or more
infinite (samapika) verbs. As - yasyarthah tasya mitrani. In these sentences, there is
one main clause and rest is dependent clause. There are three types of dependent
clause: nominal clause, adjective clause and adverb clause which expand noun,
adjective and adverb respectively. Nominal clause is used as an agent or an object,
adjective clause always becomes an adjective of the agent or the object and adverbial
clause is used in VP. Indeclinable is used at the start or end of these three types of
dependent clauses. ‘yathda’/‘yad’ is used at the beginning and 7’ at the end of
nominal clause. (ex- ‘ayam devah’ iti janami). Sometimes ‘iti’ is not uséd in nominal
clause of a complex sentence. As — kathaya ‘satsamgatih pumsam kim na karoti’.
Adjective clauses have the forms of relative pronoun ‘yad-tad’ (yavat-tavat/yadrs-
tadrs etc.). Ex- ‘yadaloke stuksmam’ vrajati tadvipulatam. adverbial clause is denoted
by krdantas and adjectival compound words (mainly bahuvrihi and tatpurusa).’
yada, yavat, yavanna, yada yada, yatra, yatra-yatra, iva, yatha (with tatha), yathaiva
(with tathaiva), yatha yatha, yatah, yatah-tatah hi, yadi-tarhi, yena-tena, kena etc are

used in complex sentences.

2.3.93 Compbund sentence- Two or more simple/complex sentences are added by
conjunct and these are samanadhikarana of each other. The indeclinable ca, tatha, api
etc are used to add two or more statements. In a contrastive statement, va, tu, punah,
parantu etc are used in a compound sentence. atah tasmat etc are used to express the
conclusion of a statement. It is noticed that conjunct ‘ca’and ‘fatha’ are used after the

first word of the second sentence in a compound sentence. As- ramah pathati syamah

ca hasati.

General Template for Sanskrit NP:

Following the condition of SOV word order, general template of Sanskrit NP can be

presented as:

NP=GEN + DET (ckah/kascit) + N(AP) + N+ (REL)

27 Apte, V.S. (1993), Sanskrit Syntax (Hindi translation by Dr. Umesh Chandra Pandey),pp-255-277.
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Where NP is Noun Phrase, GEN is genitive, DET is determiner (ekah or kascit), AP is
Adjectival Phrase, REL is relative clause and N is Nominal word (i.e. an agent) and

there is a possibility of multiple APs in an NP.

Ex - raghuvamsasya dasarathasya ekah sarvaguna-sampannal putral, yah

vanavasitamasti, dhydanena kamalam pasyati.

2.4 Hindi Noun Phrase

In Hindi, determiners and adjectives precede the head noun in the NP and relative and
compliment clause do not precede the head noun. The NP may function as Subject,
Object or compliment of verb. There are three types of sentences: Simple, Compound
and complex. Depending on that an NP has been divided into two categories: Simple

NP and Complex NP.

2.4.1 Simple NP: A noun by itself or a noun preceded by a determiner constitutes a
simple NP. Hindi does not have a category of articles; instead, it uses other
determiners, such as the numeral eka etc or the indefinite pronoun koi as indefinite
determiners. Demonstrative yaha/ye are also used to make definite specific noun with

added meanings of proximity and vaha/ve for remoteness of the referents.

In addition to a determiner, a noun may be produced by various quantifiers such as
numerals which are further classified as Cardinals (ek, do etc), Ordinals (pahala,
diisara..), Fractionals (adha, chauthayi etc), Multiplicatives (numeral added by suffix
gund i.e. dogund etc), Aggregative (numeral added by suffix -o i.e. dono etc) and

other quantifiers (i.e. hara, kucha, lagabhaga kariba etc).

Adjectives and limiter Particles (quantifiers) may also precede a noun in a simple NP.
The adjective which ends with -@ have a feminine form 7 and a direct plural and
oblique singular form ending in —e (as- accha, acchi, acche). When it ends in
consonants or in vowels other than -a, have the same form in all genders, numbers

and cases. As lala phiila has adj. lala and the singular object (noun) phiila, adjective
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is unchanged when the object phila 1s changed as plural (i.e. lala phils),
Comparative and superlative adjectives are forms having suffixes -tara and -tama
borrowed from Sanskrit (as- Sresthatara and Sresthatama). All adjectives participate
in periphrastic comparative and superlative constructions. The comparative
construction is generally represented as: [compared entity + standard of comparison +
se + adj. + linking verb]. For example: vaha tumase adhika mehanatt hai. The
superlative construction has the following forms: [compared entity + saba + se + adj.
+ linking verb]. As - gulaba sabase sundara phiila hai. Kachru (1984) states that on
the basis of specific syntactic positions i.e. whether a particular adjective can precede
a noun or function as a compliment to a linking verb, or occur in both positions,

adjectives can be classified as:

a. Attributive (precedes the head noun) and Predicative (compliment as post-

modifiers).

b. Basic (non-derivational i.e. red, old etc.), Derived ( Hindi uses much wider
range of participial adjectives), and Complex Adjectives (preceding sub-

modifiers as ek bahuta accha).
c. Pronominal (pronoun used as adjectives).

d. Semantic Subclasses (i.e. gradable (bahuta accha etc) and non-gradable
(jivita, mrta etc), inherent (characterizes nouns directly; as - purant kitaba)
and non-inherent (do not characterizes nouns directly; as - purana dosta),
stative (to show the status as — vaha vira hai) and dynamic (the status in

progress as— vaha lamba ho raha hai)).

2.4.2 Complex NP: Complex NPs are of three types: a) Nouns with complement

clause b) Noun clause?® and ¢) Nouns with relative clauses and participle modifiers.

2.4.2.1 Noun with Complement Clause (CC) is the statement apposition to the noun

head of the sentence which is added by the conjunct 4i.

8 Yamuna Kachru (1984), p-135.

41



Ex - [NP {N-(yaha kahana) CC- ( ki raji jhiitha bola raha hai)}].

2.4.2.2 Noun Clause has a genitive form of nominal or pronominal word followed by

gerund. It functions as the NP.
As- NP {(billi ka) (rona)}.

2.4.2.3 Noun with Relative Clause: If the nominal/pronominal head is kept at the
beginning of the sentence, the relative clause comes after the nominal/pronominal

head.

As- {NP (vaha) (jo bahara hai)}
or

{NP (vaha) (jisaki yaha kitaba hai)}

If the relative clause is kept at the beginning, nominal/pronominal head is kept just

after the relative clause.

2.4.2.4 Noun with Participle Modifier: When a participle form is used as the

modifier of any nominal or pronominal head, forms a NP.
As- NP {(rota hua) (baccha)}
Template forVHindi NP:
The template may be given as:
GEN + DET +N(AP) +N + (REL)

Ex- NP (gava ka eka accha ladaka jo dilll men padhata hai) -
2.5 Basic difference between Sanskrit and Hindi NPs

Sanskrit Template: NP = GEN + DET (kankascin + Nap) + N + (REL)

Hindi Template: NP = GEN + DET (sas0n + N (ap) + N + (REL)
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On the basis of two similer template in both the languages, one can say that both
languages have same syntax which is generally presented in SOV word order. In that
case, for sure, NP components can be classified as Noun head, case marker and
modifier. Noun head may consist ek, koi etc as articles in Hindi and ekah, kascit etc
in Sanskrit. But Sanskrit differs from Hindi at case marker and modifier levels.
Sanskrit being inflectional language does not show any postposition while Hindi has
postposition because of its derivational nature. At the level of modifier, two things
can be noticed in Sanskrit, 1) case marker is inflected with modifier’ and 2) modifier
can take any place because of respectively free word order. In Hindi, modifier has no
case marker or it takes oblique case marker. The conjunct ca can be used at the end of
all nominals or with each nominal as it is used in r@mah laksmanah ca and in ramasca
laksmanasca. In Sanskrit krdanta nominal functions as modifier but when there 1s no

verb phrase in the given sentence, krdanta functions as verb. .

If we follow the anvaya theory, Simple and complex NPs have almost the same
structure. The only difference is caused by the ananvita Sanskrit text where adjective
can come anywhere. Here complex NP has a VP included in relative clause. As this
research is not covering the VP, complex NP (which includes compound and complex

sentence) will not be here.

These differences can be listed below:

Sanskrit NP Hindi NP
ekah,/ kascit are used as an article ek, koi etc are used as an article
No fixed place for adjective Fixed place for adjective
Case marker inflected Case marker not inflected

Adjective has case marker same as | Adjective drops case marker except

substantive oblique case

2 ya visesyesu drsyante liiasamkhyavibhaktayah, prayasti eva kartavya samanarthe visesane.

43




Chapter 3

CHALLENGES IN SANSKRIT-HINDI NOUN
PHRASE MAPPING

44



3.1 Introduction

This chapter discusses the challenges in NP mapping between SL (Sanskrit) and TL
(Hindi). Because the nature of both languages is different, contrastive linguistic

properties between Sanskrit and Hindi are given below:

Sanskrit

Hindi

Inflectional

Post positional

Three numbers

two numbers: singular & plural

Three genders: masculine, feminine &

neuter.

Two ™ genders: masculine and

feminine.

Relatively free word order

Less free word order

No ergative

Ergative as special feature

No Subject-Verb agreement for | Have gender agreement at the level
gender in tinanta. of verbs

Two  subvibhaktis  cannot come | Two vibhaktis can come together
together (usme se)

karma-pravacaniya can come after or

before a word

karma-pravacaniya can come only

after a word.

Many vibhaktis (case markers) with

upapada

Only genitive case marker with

upapada (ram ke sath)

Conjunct ca at the end

Conjunct in between words

Adjectives and nouns both have same

case markers

Only noun has case marker (except

oblique cases)

Accusative form is used in multiple

karakas

Accusative form (ko case) marker is

used only in accusative and dative.

Table 1: contrastive property of Sanskrit and Hindi language.

These differences are capable of giving a clear picture about the challenges faced in

SHMT. Challenges in NP Mapping can be discussed under the following subtopics:

Case markers difference between Sanskrit and Hindi
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. Different vibhaktis in a particular case in Sanskrit

. Hindi cases and their different usage

. Vibhakti divergence and challenges in case mapping
o Challenges in indeclinable mapping

. Challenges in mapping compound nominal

. Challenges in mapping adjectives

o Challenges in Mapping gender and number .

o Challenges in Mapping Word order

3.2 Case marker differences between Sanskrit and Hindi

Because Sanskrit is inflectional language and Hindi is derivational, the case system

must be looked into. We generally find the comparison between both languages in

which sup vibhakti is kept in parallel with the Hindi case markers. As karaka and

vibhakti are different in Sanskrit, here karaka is termed as case and vibhakti is termed

as case marker. This general hypothesis states that the karta karaka takes su/au/jas

vibhakti in Sanskrit and ¢, ne vibhakti (case marker) in Hindi. Following table shows

the case marking difference:

Case Sanskrit Case Marker Hindi Case Marker
karta (Agentive) su au jas g, ne

Karma (Accusative) am aut sas @, ko

karana (Instrumental) ta bhyam | bhis se, ke dvara
sampradana (Dative) ne bhyam | bhyas | ko, ke lié

apadana (Ablative) nasi bhyam | bhyas | Se

Sambandha (Genitive) nas os am ka, ke, kt
adhikarana (Locative) i os sup me, para
Sambodhana (Vocative) su au jas he, ho, re, are

Table 2: General difference between Sanskrit Hindi case marker
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Here first thing one can notice easily is that Sanskrit case markers are different in
three numbers while Hindi case markers are not differenciated on the basis of number.
Case marker bhyam in three cases and bhyas in two cases in Sanskrit presents

challenge in its translation.

Basically, translation is not simply a map from lexical item to lexical item. There is
some kind of syntactic-semantic relationship which is presented differently in
different languages. In Sanskrit-Hindi NP mapping, it can be noticed at different
levels: at the level of karaka adjectives, genders, numerals as well as word order.
These issues will be discussed here to find out the challenges in getting comparatively
correct output in Hindi (TL). Let us, first, see the different usage of Sanskrit case

marker to understand the possible case mapping in TL for SHMT.

3.3 Different vibhaktis in a particular karaka (case) in Sanskrit

The statement vivaksatah karakani bhavanti makes it clear that the kdrakas may take
any vibhakti (case marker) in Sanskrit depending on the desire of the speaker but the
meaning should not be changed. The karaka prakarana presents a clear picture of the
usage of different vibhaktis in a particular karaka (case) in Sanskrit which is

presented here.

3.3.1 Kkarta: Except pafichami (of apadana), all vibhaktis are found in kartd in

Sanskrit sentence.

3.3.1.1 Kartari prathama- pratipadikartha-liriga-parimana-vacanamatre prathama
(P.2.3.46) says that prathama is introduced when nothing but nominal stem notion or
nominal stem notion with gender, number or measure is to be dented. In ramah
gacchati, ramah, the agent, has prathama vibhakti which denotes the gender and

number.

3.3.1.2 Kartari dvifiya- gati-buddhi-pratyavasanartha-sabdakarmakanamapi karta sa

nau (P.1.4.52) says that a karaka which serves as agent of a non-nic root that either
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has the signification gati (movement), buddi (perception), pratyavasana
(conjumption) or has sabda (sound) as its object, or has no object at all, is termed as
karma when the same root terminates in nic. In example- sSatran agamayat svargam,
gamayate verb has nic form of gam root. When ‘the agent is marked as karma from the

above said sutra, karmant dvitiya (P.2.3.2) is applied.

3.3.1.3 Kartari trtiya - kartrkaranayostrtiya (P.2.3.18) introduces trtiya to denote the

kartr where sentence is in passive voice. In ramena ravanah hatah, agent is in trtiya

vibhakti.

3.3.1.4 Kartari caturthi- pratyaiibhyam sruvah pirvasya karta (P.1.4.40) says that a
karaka that serves as the agent of a prior act of requesting is termed sampradana
when root sru is used with the prefix prati and ari in Sanskrit sentence. In vipraya
gam pratisrnoti, vipra is the agent of the sentence to whom the pledge is made upon
request. Here caturthi sampradane (P.2.3.13) sutra is applied with karta. In hotre
anugrhnati/pratigrhnati, anupratigrnasca (P.1.4.41) is applied which says that a
karaka that serves as the agent of a prior act of requesting is termed sampradana
when root gr (of kryadi gana) is used with the prefix anu and prati in Sanskrit

sentence. Here also, caturthi sampradane (P.2.3.13) is applied with the agent.

3.3.1.5 kartari sasthi- According to kartrkarmanoh krti (P.2.3.65), sasthi vibhakti is
used with karta (and karma as well) when krt is there. As- krsnasya krtih. The kartr
or karman, if expressed with the genitive, must be related with the action denoted by

the root underlying the item which ends in Art.

3.3.1.6 kartari saptami- arhanam kartrtve narhanam-akartrtve tadvaiparitye ca (va.
2.3.37) says that saptami vibhakti is used to indicate the kartrtva of capable and
akartrtva of anable. As- asatsu tisthatsu santahtaranti. In this example asatsu is the

karta of verb tisth and it has saptami vibhakti.
3.3.2 karma: All 7 vibhaktis are found in karma.

3.3.2.1 karmani prathama- by the sutra ‘pratipadikartha lifiga parimana

vacanamdtre prathama (P.2.3.46)" prathama vibhakti is used with ukta karma, the
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karma which is already expressed (ukte karmani prathama syat). As- granthah

pathyate.

3.3.2.2 karmani dvitiya- by the sutra ‘karmani dvitiya (P.2.3.2)’ anukta karma has
dvitiya vibhakti. As- gramam gacchati. Here karma (gramam) is anukta so it has

dvitiya vibhakti.

3.3.2.3 karmani trtiya- divah karmah ca (P.1.4.43) says that a karaka which serves as
means, more than anything else, is termed as karma. As- aksaili divyate.
karirkaranayostrtiva (P.2.3.18) says that a trtiya occurs in karta and karana where
karta is anukta and karma is ukta. Sutra ‘safijo ‘nyatarasyam karmant (P.2.3.22)’ says
that a tritiya optionally occurs to express the object of jiig used with the suffix sam.
For example- pitra samjanite. The vartika ‘yajeh karmanah karanasaijya.... (va
2.3.13)’ says that the karma of root yaj occurs karana samjia. that’s why pasuna has

trtiya in the sentence pasund rudram yajet.

3.3.2.4 karmant caturthi- kriyarthopapadasya ca karmani sthaninah (P.2.3.14) says
that chaturthi occurs to express the object of a verb which denotes an action for
which another action is intended and tumun suffix is not used. Ex- phalebhyo yati.
Sutra manyakarmanyanadare vibhdsa 'pranisu’ (P.2.3.17) says that karma occurs
caturthi optionally with the object of root man when disrespect is expressed. Ex- na
tvam trnam/trnaya manye. The sutra ‘gatyarthakarmani dvittyacaturthau
cestayamanadhvani (P.2.3.12)’ says that either dvitiy@ or caturthi occurs to express
the object of a verb of movement (gati), provided that the object is not expressed
otherwise, that it is not adhvan and that the action involves actual movement (chesta).

Ex- gramam/gramaya gacchati.

3.3.2.5 karmant paiicami- lyablope karmanyadhikarane ca (va. 1.4.31) says that
when the lyab-pratyayanta words are not used then the karma and adhikarana karaka
have paricami. As- prasadat preksate, asanat preksate. Here aruhya and wupvisya is

unexpressed in the examples and that’s why paricami is used instead of dvitiya.

49



3.3.2.6 karmani sasthi - The sutra sasthi Sese (P.2.3.50) says that
svasvamibhavadisambandha is called §esa which is not considered as karaka and there
the sasthi vibhakti is used. In matuh smarati, matuh has sasthi vibhakti.
adhigarthadayesam karmani (P.2.3.52) says that the sasthi vibhakti is occurred after a
stem to express, as a reminder, the karma of verbs which denote the sense of adhika
daya and 1§ roots. Ex- sarpiso dayanam (ghee ka dana). (kriijah pratiyatne (P.2.3.53)
says that when pratiyatna is expressed then the object of kr root has sasthi vibhakti.
For example- edhodakasyopaskurute (indhana jala me usntd utpanna karata hai).
kartrkarmanoh krti (P.2.3.65) says that sasthi vibhakti is used with karta and karma
when krt is there. Ex- dugdhasya panam. Here dugdha has  sasthi vibhakti and

panam has krt suffix.

3.3.2.7 karmani saptami- ktasyenvisayasya karmanyupsamkhyanam (va.2.3.36) sates
that the karma of the words formed by adding in suffix to the kta-pratyaydanta word
has saptami. As- adhitt  vyakarane (jisane vyakarana padha liya hai).
sadhvasadhuprayoge ca (va.2.3.36) states that the saptamri case is used with the
karma of sadhu and asadhu. As- sadhuh matari, asadhuh matule etc. nimittat
karmayoge (va.2.3.36) states that the saptami vibhakti is used with the purpose of the
verb, if the purpose of the verb is associated with the object of the verb. Ex- carmant
dvipinam hanti. Here getting carma (skin) of tiger is the purpose of the verb. So it has

saptami vibhakti.
3.3.3 karana: 4 vibhaktis are used in karana in a Sanskrit sentence:

3.3.3.1 karane trtita- kartrkaranayostrtiya (P.2.3.18) introduces trtiya to denote the

kartr as well as karana. Ex- banena hatah. Here banena has trtita case marker.

3.3.3.2 karane catwrthi- the sutra- parikrayane sampradanam-anyatarasyam
(P.1.4.44) states that the means (i.e. instrument) which is helpful in hiring any person

or get a thing, takes the caturthi vibhakti. As- Sataya/Satena parikritah.

3.3.3.3 karane parficami- The sutra- karane ca stokalpa-krcchr-katipayasyasatva-

vacanasya (P.2.3.33) states that a trtiya optionally occurs to pafichami to express
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karana after stika ‘a little’, alpa ‘a little’, krcchra ‘difficult’, or katipaya ‘a few’
provided they do not denote the sattva ‘substanc’, and karana is not expressed. As-

stoken stokad va muktih.

3.3.3.4 karane sasthi- The sutra jiio vidarthasya karane (P.2.3.51) states that a karane
" sasthi occurs after a stem to express the karana of jii@ when not used in the sense of
knowledge. As- sarpisah jiianam. Here root jiia has the sense of pravreti. Thus the

sasthi vibhakti is used in sarpisa.
3.3.4 sampradana: 4 vibhaktis aré found in sampradana in a Sanskrit sentence.

3.3.4.1 sampradane prathama - In daniyo viprah, daniyah has prathama by the sutra
pratipadikartha lifiga  parimana vacanamdtre prathama (P.2.3.46) where

Nda+aniyara (by krtyaluto bahulam (P.3.3.113), is in dative which is ukta.

3.3.4.2 sampradane dvitiya - In mdanavakam dharmam brite/sasti, manavakam has
dvitiya by the sutra- akathitam ca (P.1.4.51) where it is said that the apradhana karma
has also dviitiya vibhakti. 1t is optional as here dative case can also be used. The
vartika- yajeh karmanah karanasarija sampradanasya ca karmasamija (va. 2.3.13)
states the karma-samiija of sampradana. As- pasuna rudram yajate has dvitiya in

rudram where rudra is sampradana-bodhaka.

3.3.4.3 sampradane trtiya - The vartika- aSistavyavahare danah proge caturthyarthe
trtiya (va. 2.3.23) states that when the donation is for the purpose of an immoral act,
then the dative takes itrtiva. As- dasya safiyacchate kamukah. Here dasi is

sampradana but has trtiya vibhakti.

3.3.4.4 sampradane caturthi - The sutra- caturthi sampradane (P.2.3.13) says that
sampradana has caturthi vibhakti. As- vipraya gam dadati. Here vipra is the

sampradana-and it has caturthi vibhakti.

3.3.5 apadana: 3 vibhaktis are found in apadana (locative).
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3.3.5.1 apadane dvitiya- The sutra- akathitam ca (P.1.4.51) states that the apradhana
karma has also dviitiya vibhakti. Here in balim yacate vasudham, bali 1s apradhana

karma and it has dviitiya in the sense of apddana (ablative).

3.3.5.2 apadane trtiya - vibhasa gune’striyam (P.2.3.25) says that a paricami
optionally occurs after a non-feminine stem which denotes hetu as well as guna
‘quality’. jadyat jadyena va baddhah. 1f the option of paficami is not taken, trtiya can

be used.

3.3.5.3 apadane pasicami- The sutra- apadane paricami (P.2.3.28) says that a
paiicami occurs after a nominal stem when apadana is not expressed otherwise. As-

gramdt ayati.

3.3.6 sambandha: Only one vibhakti is used in sambandha i.e. sasthi by the sutra

sasthi Sese (P.2.3.50).
3.3.7 adhikarana: 4 vibhaktis are used in adhikarana.

3.3.7.1 adhikarane dvitiya- In vrajam avarunaddhi gam, vrajam is apradhana karma
and used as locus. Hence it has dvitiya by the sutra- akathitam ca (P.1.4.51). The
vartika-  akarmakadhdatubhiryoge  desah  kalo  bhavo  gantavyo'dhva ca
karmasamjiiakam iti vacyam (va. P.1.4.51) says that a karma-samjiiG occurs when an
intransitive root is used to indicate the place, time, action and path. As- kurun svapiti.
The sutra- adhisiiisthasam karma (P. (P.1.4.46) says that a kdraka which serves as
locus is termed as karma ‘object’ when si7i, stha and as root is used with the prefix
adhi. As- adhisete/adhitisthati/ adhydste vaikuntham harih. The sutra - abhinivisasca
(P.1.4.47) states that a karaka which serves as locus is termed as karma ‘object’ when
vis 1s used with prefix abhi+ni. As-  sanmdrgam abhinivisate. The sutra-
upanvadhyafivasah (P.1.4.48) says that a karaka which serves as locus 1s termed as
karma ‘object’” when vasa 1is used with wupa, anu adhi and an. As-

upavasati/anuvasati/ adhivasati/avasati vaikuntham harih.

3.3.7.2 adhikarane paricami- The vartik- lyablope karmanyadhikarane ca (va. 1.4.31)

says that when the Ilyab-pratyayanta words are not used then the karma and
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adhikarana karaka have panicami. As- asanat preksate. Here asana is the locus and

paricami is used with asana.

3.3.7.3 adhikarane sasthi- The sutra- krtvorthaprayoge kale 'dhikarane ca (P.2.3.64)
says that a sasthi occurs to express locus after a stem which denotes time and is used
in conjunction with a word which ends in an affix having a meaning of krtvasuc. As-

idamesamdsitam gatam bhuktam va.

3.3.7.4 adhikarane saptami- saptamyadhikarane ca (P.2.3.36) simply says that the

locus takes saptami vibhakti. As- kate aste.

3.4 Hindi cases and their different usage

In 3.3 it is observed that karaka takes different vibhaktis in Sanskrit. Here it will be

observed that a case marker in Hindi is used in different ways with different karakas.

There are two cases in Hindi: direct and oblique. The direct case is used for nouns
and is not followed by any postposition. The oblique case is used for nouns followed
by a postposition. Adjectives qualifying nouns in the oblique case in the same phrase
will inflect in the same manner. Case-suffixes and postpositions are used to express
syntactico-semantic roles. Case suffixes are bound morphemes and'are added only to
the noun phrases. The NPs in Hindi takes oblique cases, when followed by
postpositions. The vocative address forms may be preceded by the vocative
morphemes o/he/are. Except for ergative, dative and passive subject, the default case

marker ¢with agent) is null.

3.4.1 Ergative in Hindi: Ergative marker ‘ne’ is used with subject in perfect tense
with transitive verbs. For example: Gandhiji ne kaha hai, Gandhiji ne kaha hoga,
Nehru ne kahd, usne kaha tha etc. Here, when ne follows a noun, it is written
separately and when ‘ne’ follows a pronoun, it is written as one word. Examples
above show that kaha hai. kaha and kaha tha are used in perfect tense while kaha

hoga is showing the assumption. It is clear that ne cannot be used in future tense.
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3.4.2 ko case marker: It is used in a larger context in Hindi. It is generally assumed
as karma karaka (accusative) but it may be used in many cases. For example, rama ko
ghara jana hai, mohana ko patra likhana hai etc where rama and mohana are the
agents. In the sentence pita putra ko dekha rahda hai, putra is object and the case
marker ko is accusative. In another sentence, mohana rama ko pustaka deta hai, ko
case marker 1s used with dative rama. ko casemarker can be used with locative. For
example: somavar ko padhat hogi. There must be ‘ko’ case marker in imperative

sentence. For example — balaka ko padhana cahiye.

3.4.3 se case marker: It i's uséd with Instrumental and Ablative case frequently but it
is also used in other cases. For example - rama se aba utha naht jata hai, bacce se
darda saha nahi jata. In these sentences, se is used with agentive. In mohana rama se
kahata hai, se is used as accusative. In rama kalama se likhata hai, se is used as
instrumental. In himdlaya se ganga nikalati hai, se is used as ablative. In pedha se
bandara latakata hai, se is used as locative. In Sera se sabht darate hain, se is used in
the sense of fear. se can be used in the sense of ‘with’ as sonu catani se roti khata hai,
acdra se paratha khata hai etc. The sentence ti mat padha, mert bala se has the sense
of negligence. se can be used with direction to denote the place. For example:
ayodhya se mithila gaya. It is also used to show the time. For example- tumhen kitane
samaya se dhindha raha hun. Case marker se is also used to show the bhdva of
work. For example- mana se padhata hai, dhyana se sunta hai, sthira se baitha hai,

sthira se kdma karo etc.

3.4.4 Genitive case markers: ka case marker is used with possessed noun-
masculine. apka bhaiata hai, apaka svasthya accha hai etc. ke case marker is used
when the direction is right or left or nearby. Sydma ke bai or kurst hai, iisake dahint
ora bacca hai, pita ke bagala me putra hai etc. ke case marker is used with possessed
noun followed by verb or adjective or other nouns. As- lata ke ghara ki sundarata
dekht, apke makana ka kama piura hua, rama ke vidyalaya me Siksaka hain? etc. Case
marker 47 is used with possessed noun- feminine. For example- apaki bahan jatt hai,
apkt tabiyata acchi hai. 1t is used when the direction is followed by the word disa/ or.

As- pirva ki disa me ghara hai, age ki or badha gaya. case marker na, ni & ne are
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always used with pronoun and the form becomes - apna, apani & apne respectively.
As- apna glasa lao, apni kalam uthao, apne bhar ko bulao etc. Other case markers ra,
rm & re are coming with main and tum in singular and plural both and gives
mera/mere/mert, hamara/ hamadre/ hamart and terd/ tere/ teri respectively. As-

hamara/mera bhat aya, hamare /mere guru ne kaha, hamari/mert ma vidust hai etc.

3.4.5 Locative case markers: men and para are used as case markers in locative.
The case marker men generally indicates the inner location of any object as- patra me
jala hai. The case marker para is used as an outer location as - vrksa para cadhata
hai. But maidana me khelata hai has me case marker for outer location. So it is used
vise-versa and hence use of this case marker is dependent on the type of location. For
example, if the lication is ghada (i.e. ghata), then the case marker is depending on the
nature of the object/matter (adheya). For example- if the object/matter is jala, locative
case marker me will be used (ghade me jala hai). If the object is phala then both the
case marker may be used depending on the intention of the speaker. If the fruit is
smaller, it may be kept inside the ghata and if it is bigger, it will be kept on the ghata.

Hence me and para both the case markers are suitable.

3.4.6 Vocative case marker: It is generally used before the noun to address

someone. It can also be used with adjective or the adjective which is used as name.

3.5 Vibhakti Divergence and Challenges in NP- case mapping

Sanskrit sentences are of three types- simple complex and compound. A single verb
can be a simple sentence in Sanskrit (éka-tifi vakyam), where NP could not be found
in absence of any nominal pada. Generally a simple sentence has an NP and VP i.e.
subanta and tinanta. In Complex sentence, there is one main subject (uddesya) and
two or more samapika verbs. As - yasyarthah tasya mitrani. In these sentences, there
is one main clause and rest is dependent clause. There are three types of dependent
clause: nominal clause, adjective clause and adverb clause which expend noun,
adjective and adverbial respectively. Nominal clause is used as an agent or an object,

adjective clause always becomes an adjective of the agent or the object and adverbial

55



clause 1s used in VP. In a compound sentence, two or more simple/complex sentences
are added by conjunct and these are samandadhikarana of each other. The indiclinable

ca, tatha, api etc are used to add two or more statements.

In these three types of sentence, simple sentence has the construction as NP and VP.
NP may have modifiers and agent may take all the six case markers discussed with
karta in section 3.3.1 as well as genitive case. So it must be the karta (agentive case).

The rest cases will come under the VP which functions as object, instrument etc.

In complex sentence, NP has noun head and an adjectival clause. An adjectival clause
is basically a complete statement about the agent and it functions as an adjective and
comes under the NP category. Since it is just like a complete sentence, it has also two
parts: NP and VP. It may be a very long compound sentence in which simple or
complex sentence is concatenated with a complementizer. In a compound sentence,
two or more simple/complex sentence is concatenated with a conjunct. So there are
two or more complete sentences and each of them has NP-VP structure. The sentence

pattern can be represented like this:
Simple sentence: [{NP (Adjective + Noun)} {VP((Adverb)+Verb)}]
Complex sentence: [{NP (Noun+ Adjectival clause)} {VP ((Adverb) +Verb)}]

Compound sentence: [ {NP (Adjective + Noun)} {VP ((Adverb) + Verb)}] + conjunct
+[{NP (Adjective + Noun)} {VP((Adverb)+Verb)}] or

[{NP (Noun+ Adjectival clause)} {VP ((Adverb) + Verb)}] + conjunct +[{NP
(Adjective + Noun)} { VP((Adverb)+Verb)}].

In this representation, we can again go for the subdivision of VP which consists of NP
and verb. An NP which is coming under VP, may consist any case marker in Sanskrit.
Here the challenges coming in those NP-case mapping will be discussed but the
adjectival clause which is functioning as an adjective in a complex sentence, will not
be discussed as they are basically a complete sentence which requires the study of VP

for its complete mapping. The discussion of adjectival clause needs the study of NP

56



and VP. As this study is focused on NP only, the adjectival clause will not be

discussed here.

To get an idea of divergences at the case level, comparison may be done in following
similar sentences having same case marker in Sanskrit but differently translated in

Hindi.

1. In the following two sentences, vedah adhiyate and dharmah caryate, vedah and
dharmah has prathama vibhakti in SL but their translation in Hindi (TL) is
different. In veda padha jata hai, the case marker is dropped while dharma ka
palana kiya jata hai has ka case marker. ramah agacchat (ram gaya) has no case
marker in its translation while ramah akathayat (ram ne kaha) has ergative. Here
ramah is the subject but vedahh and dharmah are object in the above discussed
examples.

2. The following examples: amram khadati (Gma khata hai), vrksam arohati (vrksa
para cadhata hai), balakam pathayati (balaka ko padhata hai), sitam parinindya
(sita se vivaha kiya), phalam icchati (phala ki iccha karata hai), krosam gacchati
(kosa bhara jata hai), dharmam anugacchati (dharma para calata hai), ramam
anugacchati (rama ke piche jata hai) etc are the examples where there is dvitiya
vibhakti in Sanskrit but their Hindi translation has different postpositions.

3. The following sentences have /rziya but its translation have different postpositions
in Hindi: maya kathitam (maine kaha), gunaih atmasadrsim kanyam udavahe
(guna men apne samana kanya se ti vivaha kara), anena prakarena katham
likhasi? (isa prakdra kyon likhate ho?). The first sentence has ergative, second has
the locative case marker while the third hasno case marker.

4. These following sentences have caturthi vibhakti in Sanskrit but takes different
postposition in Hindi Translation: balakdaya phalam dadati (balaka ko phala deta
hai), vrtraya Sastram praharati (vrtra para Sastra phenkata hai), nari naryaih
irsyati (nari nari se irsya karatt hai).

5. aksan/aksaih divyati has been translated as — pason se khelata hai. Here it may

also be translated as- pasa khelata hai where the case marker will be dropped.
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Carudev Shastri 'says that when the vyavahara artha is taken for Vdiva,
translation will be pasa phenkata hai. Here we see that case marker is dropped
depending on the intension of the speaker.

6. In dhanikah dhandaya/dhanena trin sevakan dve varse yavat parikrinati, dhandya
may be translated as dhana se in Hindi but the other example shows the other
possibilities in its case marking: pratimasam daniyebhyah Sataya rupyakebhyah
=sau rupaye mdsika deya par yaha naukara rakha gaya hai. Or it may be
translated as — prati-masa deya sau rupaye par yaha naukara rakhda gaya hai.
Here para case marker is used for daniyebhyah and sau rupaye (Satdya
rupyakebhyal) has oblique form of rupaya. In another example, vimsati
rupyakebhyah parikritamidam geham asmabhih = hamare dvara yaha ghara bisa
rupaye me kiraye para liya gaya. Here me case marker is used instead of se or
oblique case or locative case marker. So the same types of sentences have
different possible translation and hence it becomes challenging for machine to
handle.

7. Depending on the sentence patern of sah vidyalayaya gacchati (vaha vidhyalaya
jata hai), if sah gramadya chalati is translated as- vaha gava chalata hai, it will not
be a good translation. Here vaha gava ke liye chalata hai or vaha gava ki or
chalata hai will be more appropriate. So the changing verb is affecting the
postposition in Hindi.

8. The example- maya harih sevyah’ can also be translated as mujhako hari ki seva
karani cahiye where mujhe is the oblique form ef main with accusative case
marker (i.e. main + ko = mujhe/mujhko). So here accusative ko case marker may
also be mentioned in conclusion. It may also be translated-as mujhase hari sevita
hai or mere dvara hari ki seva ki jani chahiye. So mere_dvara has instrumental
case marker while mujhe/mujhako has accusative case in Hindi.

9. The sentence gam payah dogdhi is translated as gaya se doodah duhata hai to

indicate the ablative. In Hindi speaking areas, we can easily find ka instead of se

! vaikvyavaharartha, p-14.
2 SK-p.794
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10.

11

12.

13.

14.

15.

in this example (gaya ka doodah duhata hai). So se and ka are the two possible
case markers in this example.

If the sentence balim vasudham ydcate is translated in two ways: bali se vasudha
mangata hai and bali se vasudha ki yacana karta hai, we can find that vasudha is
dropping its case marker when the verb mangana is there and in another
translation, it is taking ki case marker with the verb yacana karana. So the effect
of verb selection during translation is one very important factor in handling Hindi
postposition.

In gargan Satam dandayati, garga can take ko as well as para case marker as-
gargom para sau rupaya danda lagata hai and gargom ko sau rupaya danda deta
hai. Basically when we take danda lagata hai, then para is coming and when
danda deta hai is used, it takes ko case marker. Again it is the case of verb
selection.

In the example of Vmus, where devadattam $atam musnati is translated as
devadatta se sau rupaye curata hai, ka case marker may also be used i.e. devadatta
ka sau rupaya curata hai.

In the example of \ni, gramam ajam nayati is translated as gdva me bakari ko le
jata hai. After scrambling we may get ajam gramam nayati in Sanskrit. Then
bakart ko ganva le jata hai is more suitable than bakart ko gava me le jata hai.
Case marker should not be affected by scrambling.

In the example masam aste, masam has accusative because it indicates the time
and an intransitive verb is used with it. In its Hindi translation  (mahine bhara
rahata hai), the word bhara is added. In another example- kalyam uttisthati,
kalyam also indicates the time but no additional word is inserted in its translation
(pratah uthata hai), although it may take the locative case marker me.

The example Satasya divyati vanik and sahasrasya divyati dhirtah have sasthi
instead of dvitiya by the sutra - divastadarthasya in the sense of gamble and

barter (exchange of goods). The first has ka case marker in the translation of
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16.

17.

18.

19.

20.

Satasya — baniya sai rupaya kd vyapara karata hai, while the other has no case
marker in the translation of sahasrasya - juari sau rupaya lagata hai’.

In dustaya krudhyati, dustaya has dative case marker because of \ krudh. It can be
translated in two ways: dusta para krodha karata hai or dusta se gussdta hai. So
two different case marker is used to express the same meaning, depending of the
verb selection.

In durbuddhel daityasya mrdhe pratikarayishyati, daityasya has sasthi case
marker but, in its translation- miidha daitya se yuddha me badala lega, se case
marker is there".

There are two possible translation of the sentence devadattaya dirghamayusyam
bhiyat/devadattasya dirghamayusyam bhiyat (i.e. devadatta drighayu ho or
devadatta ki ayu lambt ho). First example is dropping the case marker ke liye
while devadattasya is not dropping the case (although the first translation can also
be used for the second sentence).

Same as the above discussed example, sarvebhyo sukham bhavatu may have two
possible translation as- saba ko sukha ho or sabht sukhi hoven. Here also one
transltion has case marker while other drops.

In annasya hetoh vasati, anna ke hetu se rahata hai and anna ke liye rahata hai

are the two possible translations. The other example may be- kena hetoh vasati.

The above discussed points are clearly showing the divergences at case level. These

divergences are causing errors in the output because case markers are getting changed

in TL while the input sentence pattern is same. Animate-inanimate object, transitive-

intransitive verb, effect of the verb selection (of TL) for translating into TL and

singularity-plurality of the object are the reasons for the arbitrary change in case

markers which is actually depending on the intention. The rules may be written to

handle these challenges coming in case mapping on keeping the above reasons in

mind.

3 vikvyavaharartha, p-31.
* vakvyavaharartha, p-59.
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3.6 Challenges in indeclinable mapping

Indeclinable is used in NP to express different meaning in different context. Mapping
the indeclinable (used in NP) is thus important as well as challenging in Machine
translation. These are described in the following sutras in Astadhyayl -
svaradinipatamavyayam, taddhitascasarvavibhaktih, krnmejantah, ktvatosunkasunah,
and avyayibhavasca (P.1.1.38-41). The sutra ‘svaradinipatamavyayam’ states that the
svarddi-avyaya and cadi-avyaya which are the words of akrtigana, are indeclinable.’
Next sutra ‘taddhitascasarvavibhaktili’ states that the taddhita-pratyayanta words
-which are not found in all vibhakti, are also indeclinable. krnmejantah states that
makaranta krdanta and ejanta krdanta are indeclinable. makaranta krdanta such as
smaram-smaram (Vsmr+namul), pathitum (Vpath+tumun) etc. The ejanta krdantas
are mostly found in veda. As-jivase, pibadhyai etc. ktvatosunkasunah states that
words ending with ktva, tosun and kasun are also indeclinable. Example- krtva,
udetoh and visrpah respectively. The result i.e. vibhakti lopa is said by the sutra
avyayadapsupah (P.2.4.82). In Amarkosa (trtiya kanda) avyaya words are classified

according to their meaning®.

Different types of usage of some important indeclinable words are discussed by V S
Apte’. These may be shown as examples to understand the challenges indeclinable

mapping in SHMT:

Indeclinable ariga is used independently as sambodhana. Example - afiga kvacitkusalt
tata. Sometimes it is used for respect. As- afiga vidvan manavakam adhydpaya = he
pandit! manavaka ko padhden. Sometimes it is used with kim to give the sense of kim
punah or kimuta. As- (trnena karyam bhavatisvaranam) kimafiga vagghastavata

narena (pancatantra 1/1) = vani aura hathon se yukta manusya ki bata hi kya?

5 List given in siddhanta-kaumudi is given separately in apendix-I.

¢ Indeclinable classification is given in apendix-II

7 See, VS Apte (1993) Sanskrit Syntax: the students guide to Sanskrit Composition (Hindi translation
‘by Dr. Umeshchandra Pandey, pp-165-126.)
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Similarly different meaning of atha is found in sanskrit texts. It is used in the
following sense: aba/isake bada, taba/usake bada, prasnarthe, samuccayarthe,

samSayarthe, sampurndrthe, yadiyarthe in Hindi. As:
athdato brahmajijiiasa= aba/isake bada brahmayijiiasa (arambha hota hai),

atha prajanamadhipah prabhate vanaya dhenum mumoca = taba praja ke svamr ne

pratahkala gaya ko vana jane ke liye choda,

atha kim= isase kya?

bhimo 'tharjunah=bhima aura arjuna,

§abdo nityo’thanitya= §abda nitya hai ya anitya hai?,

atha maranamavasyameva jantoh= yadi jivon kda marana niscita hai,
atha is used with va in the sense of vikalpa (alternate).

These are the different meaning of one indeclinable. The other indeclinable words are

also used in different sense.

smrtikarairna etdavat eva viramyate (smrtikdara itane men hi nahin rukate) and
smrtikarairna etavat eva kathyate (smrtikara itana hi nahin kahate) shows the

different translation because of hi insertion in first one.

The variation in meaning of indeclinable shows the challenges in its mapping. As
these words are used in NPs, the task of NP mapping becomes challenging. Making
any rule for handling different meanings of these indeclinable words can only be done
after VP study as the example of eva shows the difference in translation because of

change in verb.
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3.7 Challenges in mapping compound words

In compound nominal mapping, first we have to process the compound to get the
vigrahavikya. This vigrahavakya or samdsa vigraha can be translated to clarify the

meaning of the given Sansknit text. In Sanskrit, there are six types of samasa®.

avyayibhava: In avyayibhava, compound nominal is formed with the help of
indeclinables i.e. the indeclinable pada is purvapada and it is pradhana (head which

governs the compound) in avyayibhava.

tatpurusa: In tatpurusa, tttarapada is pradhana and purvapada has different case
markers. After getting vigrahavakya, here also case marker handling process is

adopted.

karmadharaya: In karmadharaya compound, generally, purvapada is an adjective and
uttarapada is a nominal head. Here adjective should be identified first, then the case
marking of substantive should ne handles. (Handling adjective will be discussed in

section 3.8).

bahuvrihi: In this compound section, the meaning of compound word should be taken
either by translating the vigraha-vakya or by its riidha meaning. Here, in the vigraha-
vakya of any given bahuvrihi, mostly the relative clause will be found. (If there will
be any verb in the vigraha-vakya, that can be handled after the Verb Phrase (VP)
study. That portion is leaved aside as present study is not handling the VP.)

dvandva: Compound nominal, dvandva, is used in NP which is sometimes added by
indeclinable ca, tatha or sometimes dual/plural number is used to form a compound
Nominal. For example, ramah syamah ca, ramasca Syamasca, ramasyamau etc are
the different ways to write a compound nominal in a NP. Here single and double ca in
the vigraha-vakya will require extra case as the conjunct in Hindi is neither kept at the
end of the combining words nor used twice to combine the two given words.

bhratarau, pitarau are some compound words which are used to denote a male-

8 dvandvosmi dvigurapi casmi, grhe ca me satatamavyibhavash, tatpurusa karmadharaya yenaham
syam bahuvrthih.
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female pair but it looks like the dual form of bhratr and pitr. So there is also the

chance of ambiguity in its translation.

dvigu: In dvigu compound, the pirvapada is a numeral value which we get in
vigrahavakya after processing the compound. Keeping numeral adjectives aside, the
case marking of nominal pada may be done similarly as discussed earlier in the case
handling section. Although numeral modifier in vigrahavakya generally drops the
case marker, being the adjective of nominal head, it will also be discussed .under

adjectival mapping.

3.8 Adjective and challenges in its mapping

3.8.1 Adjective: Dash and Gillon (1995)° say that there are two ways to categorize
words: on the basis of properties intrinsic to words and on the basis of relations which
words bear to be other words, or even extra grammatical entities. First way leads to
the categories of noun, adjective, verb, preposition etc.; while the second way leads to
such categories as predicate and modifiers. Sanskrit, being an inflectional language,
requires essentially morphological criteria for determining membership in lexical
categories. While noun and adjectives, both take declensional inflection, noun have

gender intrinsically, while adjectives do not.

One element modifies another when the two elements are co-constituents in a
constituent of which the later element is the head. It turns out that, in general, nouns,
adjectives and prepositions can be modifiers in compounds. In every compound in
Sanskrit which is not a co-ordinate, the non-head element modifies the head element.
Even in phrase structure both adjectives and nouns can be modifiers. Adjectives agree
with the nouns they modify. There is of course no agreement between nouns.
Structural conditions for agreement of adjectives with nouns are quite precise: an
adjective agrees with a noun in case, number and gender when the adjective is the

head of an adjective phrase which modifies the noun (where the relation of

® The Adyar Library Bulletin, pp. 285-294, 1995
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modification is taken in its unextended sense). Relation of predication is the relation
which the verb phrase of a clause bears to the subject noun phrase of the same clause.
In ramah sitam pasyati, sitam pasyati is the predicate of the subject ramah. But in stri
sundari, the adjective sundar? is a predicate of the noun strf and there is no verb, in
this condition, assuming null copula in absence of VP, we can say that the adjective
sundart is a predicate of the noun stri. Dash and Gillon (1995) present empirical
support to the assumption of a phonetically null copula and shows that the adjective

agrees with a noun of which it is a predicate or modifier (in phrase structure).

Adjectives (modifier) seem to be noun in absence of modifted noun. In dinam palaya
dinam is performing the role of noun as this sentence contains a phonetically null
noun/pronoun. Null noun/pronoun serves as a head noun in a NP in which the bare
adjective is modifier. Thus Dash and Gillon (1995) conclude that a noun is provided
for the adjective to modify, thereby supplying a noun phrase to be the subject of the
sentence. They further give a template for this type of construction saying that these
may be considered as compound. In this template, [N {Adj.} {Nominal}}, head of

such compound is a noun, so the compound itself has the status of the head.

Dr S D Joshi did the classification of nouns into adjectives and substantives in his
paper titled Adjectives and Substantives as a single class in the “Parts of Speech”'’.
The structure of Sanskrit is such that it makes a clear distinction between verbs and
nouns which can be defined semantically as well as morphologically. A verb denotes
activities in process which consists of definite sequence of beginning middle and end.
Nouns, on the other hand, do not denote a process but frozen actions in the form of a
substance. . .Particles serve to reveal the relation existing between two different words,
whereas the prepositions serve to specify the meaning of the verb. Grammatically
upsargas are always connected to verbs while nipatas shows relation between the
different words. The distinction between upsarga and nipatas is not structural or
morphological but it is functional. This functional classification corresponds to the

grammatical fact that prepositions are always connected with verbs in the sentence

and bring out inherent signification of verbs whereas the nipatas are regarded as

19 yournal of the University of Poona, vol.25, pp.19-30, 1966.
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word-connectives or sentence connectives....this division of words is based on the
combined aspect of form, meaning and function, and it is suitable to the structure of

Sanskrit.

According to Panini, prepositions, particles, adverbs, adjectives fall under the
category naman or pratipadika. In his descriptive categorization, Panini includes
upsarga and nipata under the single category ‘noun’. As mentioned earlier, noun
presents the static notion and verb presents the process of happening, thus all
adjectives, pronouns, conjuctions and indeclinables are noun. The adverbs are
grouped under the category of nouns, because structurally they have similar forms
with nouns. To Bhart_rhan',‘pronouns might be a subclass of nouns or adjective. It is
either restrictive adjective or stands for the things in general. Thus they function either
like adjectives or like noun, and when they restrict the sense of substantive, they are

adjectives.

The adjectives and substantives have the same inflection in Sanskrit. The chief
difference one may note is that the former class varies in three genders, as it is shown
by their agreement with substantives. The substantives have definite gender''. But
there are some exceptions pointed out in vyutpattivada where vedah pramanam,
Satam brahmanah etc are shown as examples. Here we find the disagreement between

adjectives and nouns in either their gender or number, or their gender and number.

Joshi (1996) states that Panini does not define the terms viSesana and viSesya
semantically or structurally but used the term in the rule 11.1.57 (which means: a case
inflected word standing for a qualifier is compounded with a case-inflected word
standing for a qualificand . For example - nilotpala, raktotpala etc. Here nila and
rakta are used as modifier which differentiate the blue and red lotuses from the white
lotus etc). Further says that Pataiijali also find it difficult to explain the term visesana
and visesya. The difference between visesana and visesya lies in the point of view
which we put forth. When the notion of qualifier and qualified is purely subjective

with the reference to the wish of the speaker, adjectival notion can be easily turned

! yallifigam yadvacanam ya ca vibhaktirvi§esyasya, tallifigam tadvacanam sa ca
vibhaktirvi§esanasyapi. (samasacakram)
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into the substantive notion. Therefore pataiijali gives suitable terminology to point out
the intrinsic difference between the adjectives and substantives. He calls adjectives
gunavacanas: ‘denotative of qualities’, that are found in substances and terms
substantives (visesya) dravyavacana: ‘denotative of substances’. Panini has also used
the term gunavacana in sense of qualifying attribute'>. The grammarian’s term guna
stands for the attribute or qualities separable or inseparable from the substances. Here
the term gunavacana means any attributive word which serves to distinguish one from
the other which is cleared by the earlier example of nilotpala, raktotpala etc. but this
concept of gunavacana and dravyavacana is not useful for the karmadharaya
compound prescribed for the visesya-visesana words because karmadharaya
compound is formed with the two dravyavacana as well as two gunavacana. For
example, in dmravrksah, we find two dravya amra and vrksa respectively. Similarly
Suklakrsnah has two gunavacana sukla and krsna respectively. The terms gunavacana
and dravyavacana have definite meaning and they cannot be normally
interchangeable. When the notion of visesya-visesana-bhava is purely dependent upon
vivaksd, a classification of adjectival words into gunavacana and dravyavacana can
handle the non-compound construction in language processing. The grammatical fact
of agreement or concord between the adjectives and substantives is well brought by

Patafijali by classifying them logically as denotative of qualities and substances.

Joshi (1996) also presents the views of Bhartrhari and Helaraja from Vakyapadiya.
The guna cannot be conceived without guni. Here the guna is modifier and thus,
Helaraja says: bhedakatvam catra mukhyam gunalaksanam. Bhartrhari, while
discussing the term visesya and visesana, pointed out that visesya-visesana is a
syntactic category and not a morphological or grammatical one. The designatives
visesya and visesana refer to a word as a member of combination and not as an
isolated individual. If nila and ghata are not put together in combination but used
separately, they only denote the nominal notion. But when it is used in combination,

nila becomes the modifier of the ghata.

12 Panini 11.1.30;V1.2.115.
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It is also presented by Joshi (1996) that the modifier is used not only for
differentiation but also for the identification. In prameyo ghatah, the universal
attribute prameya, ‘knowledge’, cannot eliminate anything because there is no
unknowable worldly object. In such case adjectives do not indicate the difference but
s;'mply identify the object with its qualifier. The qualifying word differentiates the
individuals of the same class and not individuals of the other classes. In nilo ghatah,
ghata is representing the whole class of ghata and nila is differentiating it from the

other possible colours.

So we conclude that 1) the main-difference between adjectives and substantives is that
the substantives have a fixed gender while the adjectives vary in gender and number
following the substantive character. And 2) the adjective is subordinate while the

substantives areprimary.

3.8.2 Challenges in adjective mapping: After a conceptual discussion, we can
move towards few examples which are related to the identification of adjectival pada,

the problem of case handling in adjectives and gender aspect affecting the adjective.

3.8.2.1 The identification of adjectival pada: In Sanskrit, except some compound
nominals, the place of adjective is not fixed. In compounding, the adjective and
substantive is observed by the commentators on the basis of vacakatva. If
Jjativacaka/samjiiavacaka word is kept with the gunavdcaka and kriyavacaka then
gunavdacaka and kriyavacaka will be the adjectives in those compounds. In
nilotpalam, nilam is qualitative and hence this is the adjective of utpala which is
jativacaka. In pacakabrahmanah, kriyav&caka pada pachakah is the adjective of
brahmana (jati/samjiia). (when kriyavacaka pada will be the adjective, then Hindi
will take the wala construction). But when two qualitative words or the kriyavacaka

padas come together, there is no certain position for adjective.

Three types of nominal can function as an adjective: subanta, krdanta and taddhita. If
two subanta padas are coming together as samanddhikarana then anyone may be
adjective. Same as, if two krdanta padas are coming together then also the place of

adjective pada is uncertain. If krdanta and subanta pada comes together, then the
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krdanta pada is adjective and subanta is substantive. If krdanta/subanta and taddhita
is coming together, then taddhita is the adjective and the krdanta/subanta is
substantive. As taddhita never becomes the adjective of a pronoun, when taddhita is
used with a pronoun, pronoun will be the adjective and taddhita will be the

substantive.

3.8.2.2 Mapping of adjective: There are two issues in adjective mapping: the case
marking and the word order. The first difference between Sanskrit and Hindi adjective
is that an adjective and a substantive in Sanskrit have the same case marker while
adjective in Hindi does not show the case marker accept oblique forms in pronominal
adjectives and the adjectives with a-ending. As- tena balakena kathitam= usa balaka
ne kahd. In madhuram phalam dadati, adjective and substantive has the same case
marker in Sanskrit, but in mitha phala deta hai, adjective mitha has no case marker.
But the plural of madhuram phalam, madhurant phalani (dadati), (mithe phalon ko
detd har), has oblique form with the adjective in Hindi. In sundarah balakah asti,
adjective and substantive has the same case marker in Sanskrit, but in sundara balaka
hai, adjective sundar has no case maker. So here we see that the case marker is
dropped. The NP sushila balika can be translated as sushila balika as well as sushila
ladaki. Here it can be noticed that when bdalika word is not changed with its
synonyms, we can keep sushila as an adjective of balika. But sushila ladakt is not
used in Hindi, instead of sushila ladakt. In Hindi, acchi ladaki cannot be pluralized as
acchiyan ladakiyan instead of acchi ladakiyan. So the claim of same number with
“adjective and substantive cannot be true in Hindi while this is applied in Sanskrit. We
can see another example: teja ladaka and teja ladakt, where the gender of adjective
word is not affected by the gender of substantive. As it is mentioned earlier that the
adjectives and substantives have the same inflection in Sanskrit, the chief difference
one may note is that the former class varies in three genders, as it is shown by their
agreement with substantives. The substantives have definite gender”. But there are
some exceptions pointed out in vyutpattivida where vedah pramanam, Satam

brahmanah etc are shown as examples. Here we find the disagreement between

3 yallifigam yadvacanam ya ca vibhaktirvisesyasya, talliigam tadvacanam sa ca
vibhaktirvisesanasyapi. (samdsacakram)
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adjectives and nouns in either their gender or number, or their gender and number. So

these challenges need to be address to get the correct output.

The next issue in mapping adjective is the place of adjective. In Sanskrit, adjective
has no fixed place. In Sanskrit, it can be kept either before or after the substantive. In
Hindi, adjective is kept before the substantive (i.e. Adjective + Noun) but the
adjectival clause has no fixed place. So leaving the adjectival clause aside, we should
focus on the adjective (non-adjectival clause) where we have, first, to identify the
adjective in SL which will be arranged according to the Hindi output.ﬁ(_jne more thing
can be notices that balakadvaya tyf)es of constructions have numeral adjective where
adjectives are attached with the substantive and making a single word. Here we have

to separate the adjective from the substantive to handle the output.

3.8.2.3 Challenges in mapping conjuncts: In dvandva compound, the conjunct ca
has no fixed number. Sometimes one ca can come at the end of substantives;
sometimes multiple ca can be used i.e. ca with each substantive (depending on the
number of substantive) or sometimes compound can take dual or plural number. For

example-

a. ramah laksmanah ca pathatah.
b. ramasca laksmanasca pathatah.
c. rdm}zlak,smanau pathatah.

In their translation, Hindi takes only one conjunct at a fixed place i.e. just before the

last word of the compound. This difference needs to be mapped in MT.

3.9 Challenges in Mapping Gender and Number

As Durga Singh stated on the rule lokopacarat grahanasiddhih- sabdanamekarthopi
lingavacanabhedah dara kalatram bharyeti. According to Mahabhasya, the gender
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has been described as stanakesavati stri syallomasah purusah smrtah'®. Here the
characters of male and female are indicated to differentiate the masculine and
feminine gender. The problem increases in the identification of any non-human object
where grammar is unable to explain the specific gender of a given object and the
linguist tries to find out the solution from the cultural identity of the given object. In
computational processing, when the gender of a given word (input) is changing during
the translation in TL, the case marker gets changed. It specially affects the genitive
case marker while it produces the output in Hindi (TL).the word darah is mesculine
plural, but having the meaning of wife, it is always applied to female¢ singular. Here’
this is to be noticed that Panini says that the concord of gender and number of
primitives derivative nouns, and of the attributes and substantives, need not to be
taught or approved because it has the authority of conventional term or idiom. If the
gender of the given object is changed in the output will also affect the krdanta verb-

form in Sanskrit and thus this will lead to the problem of mapping VP as well.

As it has shown in the section 3.2, Sanskrit has three numbers but Hindi dropped its
dual number. The dual form is generally changed into plural in Hindi. So handling the
dual in Hindi needs the rules from the perspective of computational processing. It is
noticed that, sometimes, Singular and plural, both gives the same meaning. As- aham
bravimi and vayam bruamah both are translated as ‘I speak’ by the sutra asmado
dvayosca (P.1.2.59) where the plural of the pronoun is used optionally, though the
sense requires a singular. The expressions like dvayam, trayam etc (when attached
with a noun) having the meaning of dual and plural numbers take the form of singular
in Sanskrit but are plural in Hindi. The dvigu compound has the singular form in
Sanskrit. dvandva compound too is singular in Sanskrit. Even the meaning of
ahinakulam, govyagramam and kakulokam is plural but they also take the singular

number. Thus handling of the number is also an important issue in SHMT.

'* Mahabhiasya, vol-II. P-196.
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- 3.10 Challenges in Mapping Word Order

It 1s already discussed in second chapter that word order is an important issue in
getting the meaning correctly. In the ambdakartrka comentory on Vakyapadiya (2/49),
importance of pada-sequence is written as- “na kramavyatiriktam vakyam nama
vakyarthasyabhidhayakam”"®. The meaning of a sentence will be changed by the
alteration in sequence of padas in a sentence. As - aham eva gacchami (i.e. main hi
jata hun) 2aham gacchami eva (main jata hi huri). But this is also true that Sanskrit
enjoys the liberty of being inflectional language. vidya buddhim apeksate and.
buddhim vidya apeksate has the same meaning. Despite of being free word order
language, one characteristic in Sanskrit is clearly shown by Dr. Ashoka Aklujkar in
his paper'® that when the number of constituents in a sentence is lesser, the probability
of scrambling is the higher. Thus we can see the word order in Sanskrit in a longer
sentence where word order cannot be changed arbitrary. It proves that Sanskrit has
also the SOV word order which can be obtained by doing anvaya of given Sanskrit
text. The theory of anvaya 1is given as- ‘visesanam puraskrtya visesyam
tadanantaram, kartr-karma-kriya-yuktam etadanvaya-laksanam’"’. It is clear that an
adjective should be kept before the substantive and further the sequence of Subject,
object and verb should be followed in a general statement. The same thing is cleared
in these sayings:‘adau kartr-padam vacyam dvitiyadi padam tatah, ktva-tumun-lyap

518

ca madhye tu kuryadante kryapadam’'®. When the input text will be changed in this

sequence (SOV), the output will be more accurate in TL.

!5 Sharma, Pt. Raghunath (1980), Vakyapadiyam-2/49, p-95.

16 Aklujkar, Ashoka: Some theoretical Observation on Word Order in Sanskrit.
17 Samasacakram, verse 5.

'8 Aklujkar, Ashoka: Some theoretical Observation on Word Order in Sanskrit.
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Chapter-4

TRANSFER GRAMMAR FOR SANSKRIT-
HINDI NP MAPPING
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4.1 Introduction

In this chapter, transfer approach has been discussed to handle the challenges found in
Sanskrit-Hindi NP mapping in Machine Translation (MT). The challenges are divided
into two levels: first the challenges which can be handled at generation level and
second which can be handled at transfer level for example, supplying ergative 'ne',
drop of 'ko' in certain cases in karma vibhakti because of animate inanimate effect on
object, agreement between the adjective and a noun (because of drop of the vibhakti
of an adjective in Hindi) are all taken care of by the Hindi generator. The challenges
at generation level can be handled by irhproving the Hiﬁdi generator as generator part
of SHMT is the same as that of the Sampark because it follows Sampark (ILMT)
architecture which is based on analyze-transfer-generate paradigm. First, analysis of
the source language text is done, then a transfer of vocabulary and analyzed structure
to target language is carried out, and finally the target language text is generated. The
Sampark pipeline has a simple parser, however, for SHMT a deeper level parser is
being developed'. Handling of vibhakti divergences, indeclinable mapping and
handling the word order difference between Sanskrit and Hindi are the main problems
in the TG. Here the task of Hindi generator and rules for handling challenges at
transfer level (written as theoretical findings) are discussed. TG rules can be presented

in SSF format of IIIT-Hyderabad to improve the output in Hindi.

4.2 Task of Hindi generator

As the challenges in Sanskrit-Hindi NP mapping are discussed in the third chapter, the
following points will be examined briefly to decide what falls under the generation

task and where TG rules are required:

e Vibhakti divergence and challenges in case mapping

e Challenges in indeclinable mapping

! http://sanskrit.uchyd.ernet.in/~scl/Reports/SHMT Jan2011/shmt-report-jan2011.pdf (accessed on
dated 7/7/2011 at 4:00PM.)
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¢ Challenges in mapping compound nominal
e Challenges in mapping adjectives
e Challenges in mapping gender and number

e Challenges in mapping word-order

In Vibhakti divergence and challenges in case mapping, following task may fall under
Hindi generation: 1) ergative insertion, 2) handling of ko case marker, 3) handling of
instrumental se and ke dvara, 4) handling of genitive case markers in output and
5)handling of Locative case markers se and men. The challenges in indeclinable
mapping will not fall under Hindi generation because some indeclinables are getting
dropped in Hindi translation as they are padapirnarthaka. So it will be handled by TG
rules. The Challenges in mapping compound nominal will also be handled by TG
rules as conjunct ca handling as well as adjective handling requires TG rules as
compound nominal possess conjunct and adjectives. Gender mapping should be
handled by Hindi generator because the gender of a given word is changing in TL (i.e.
the gender of dara or agni is changing in Hindi), so Hindi generator should function
according to the (changed) gender of the TL word (there Hindi Generator must check
the gender of the TL word from the lexicon). As Hindi has no dual number, the
number mapping will be handled by TG rules. Lastly the word-order will fall under
the TG rules as the SL syntax may not be f)resented in SOV order.

Let us start with the issues of Hindi generator. In ergative handling, the transitivity of
the verb should be checked because intransitive verb does not allow an ergative ‘ne’.
For handling ko case marker, animate-inanimate object should be checked because
singular inanimate generally does not take ko case marker accept in-the case of
emphasis. These tasks can be done by improving Hindi generator which will check

the conditions of transitive-intransitive verbs and animate-inanimate objects.

In instrumental case handling, challenges can be found in mapping double causative
construction such as- (1) ramah devadattena grhakaryam karayati (rama devadatta se
grhakarya karawata hai) and (2) ramah syamena mohanena putram pdthayati (rama

syama ke dvara mohana se putra ko padhawata hai). The sentence (1) canbe

75



translated in Hindi by using post-position se or ke dvara with devadatta while (2)
indirect object (10) 1 will take ke dvara and the 102 will take se. If (2) is presented as
anvita text (i.e. presented in a proper word order), then mohana is the 102 and it
should take se and, then, shyama (101) will take the case marker ‘ke dvara’ because
the second sentence cannot have se case marker twice because the sentence (3)
*rama Syama se mohana se putra ko padhawata hai will be odd and may not be

understood

As the genitive case marking depends on the gender aspect in Hindi, it is found that
the Sampark output is presenting relations correctly’. But in handling locative case
marker, the difficulties are felt. As- vrksesu paksinah santi (vrksa para paksi hain)
and ksetresu balakah kridanti (maidana me balaka khelate hain) have the outer
locations but the case markers are different. It is not fixed that the case marker men
and para will always be used to indicate the inner and outer locations respectively.
devesu bharamasti (devon para bhara hai) and devesu samarthyamasti (devon men
samarthya hai) have locative case marker with deva but their Hindi translations have
para and men case markers respectively. So it depends on the nature of the objects
also. To handle the locative case markers in Hindi output, Hindi generator should be

improved.

In gender mapping, the genitive case marking issue needs to be handled at NP level.
At the VP level, tinanta form of verb in Sanskrit is not dependent on gender but the
krdanta is. So the output at the VP level will also be improved. As- darah gatah is
the Sanskrit Sentence which has gatah verb (which is used with masculine gender).
When darah is translated as patni, gatah must be translated according to the gender of
the (TL) agent. So improving the Hindi generator will be helpful in producing correct

output.

2 Only some kriyamiila verbs (which have the verb + karana/hond form in Hindi) have problems in
handling case markers which depends on verb selection in Hindi. For example - devam pigjati may be
translated as deva ki pija karatd hai or deva ko pijatd hai. At this stage, these types of problems will
not be handled as this work is not covering VP issues.

76



4.3 Transfer grammar

In machine translation, a set of Transfer Grammar (TG) Rules are required for
mapping syntactic representations of a source language into the target language
representations. The TG engine is developed at IIIT, Hyderabad which deals with
transferring the sentence structures of one Indian language (IL-1) to another Indian
language (IL-2). The module uses a set of rules which give corresponding structures
of IL-1 — IL-2. In that module, necessary TG rules for Sanskrit-Hindi NP mapping can
be added to get the desired output in SHMT. At the level of TG, basically we will be
dealing with the syntactic differences. The very first and most important task is to
handle the case marker which is related with vibhakti divergence and the challenges
coming in case mapping. Mapping compound nominal and conjunct ca handling,
adjective handling, dual number handling and word-order handling are the task of TG

at NP level.

4.4 TG rules for case mapping

Sub-classification of ka@rakas may give us the idea about the possible case marking in
a particular condition. On the basis of sub-classified karakas which is well arranged
by K V Ramkrishnamacharyulu in his paper titled Annotating Sanskrit Texts Based on

§abdabodha Systems >, TG rules for case handling can theoretically be presented here.
4.4.1 Division of karta karaka and TG rules:

1) Default karta: as- dévadattalz pacati (devadatta pakata hai) anubhavi karta: as-
ghatah nasyati (ghata nasta hota hai).

2) amirta karta: as- krodhah agacchati ( gussa ata hai)

3) prayojaka karta: as- devadattah visnumitrena pachayati (devadatta visnumitra se

pakawata hai)

3 A. kulkarni and G. Hute (Eds.): Sanskrit Computational Linguistics, LNCS 5406, pp.26-39, 2009
@Springer-Verlag Berlin Heidelberg 2009.
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4)

prayojya kartd: as- devadattah vispumitrena pachayati (devadatta visnumitra se

pakawdata hai)

5) madhyastha karta: as- devadattah yajiiadattena visnumitrena pdachayati
(devadatta yajitadatta ke dvara visnumitra se pakawata hai)

6) abhipreraka karta: as- modakah rocate (modaka accha lagata hai).

7) karma kartr: as- kasthah bhidyate (svayameva) (lakadi khuda hi phatata hai)

8) karana- kartr: as- asil chinatti ( kulhadi katatt hai)

9) sasthi-karta: as- acaryasya anusasanam (acarya ka anusasana)

TG rules:

1. In karta karaka, default karta and prayojaka karta, drop the case marker except past
perfect sentence where it takes ergative ne.

2. In anubhavi, amirta, utpreraka karta, karma-karta and karana-karta, case marker
is dropped.

3. Prayojya karta takes se case marker.

4. madhyastha karta takes ke dvara case marker.

5. sasthi-karta takes the genitive case marker- kd, ke and At depending on the gender

of substantives (i.e. k& with masculine, ke with honor and with masculine plural
and kr with feminine. In Hindi, neuter gender is generally changed in masculine or

feminine.)

4.4.2 Division of karma karaka and TG rules:

N v s W

Default karma: as- Satran jayati (satri ko jitata hai), odanam bhunkte (bhata
khata hai)

utpadya karma: as- odanam pacati (bhata pakata hai), putram prasite (putra ko
Jjanma dett hai)

vikarya karma: as- svarnam kundalam karoti (sone se kundala banata hai)

karma in prayojya karta: as- balam ksiram payayati (balaka ko diidha pilata hai)
karma in locus: as- grham adhisete (ghara men sota hai)

karma in desavact word: as- kuriin svapiti ( kuri desa men sota hai)

karma in time: as- masam aste (maha bhara rahata hai)
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10.

11.

12.

13.

14.

15.

16.

17.

karma in bhava: as- godoham dste (godohanakala taka rahata hai )

karma in marga (road measurement): as- krosam daste ( kosa bhara (dira) hai)
karma in sampradana: as- pasuna rudram yajate (pasu se yajiia ki piaja karata
hai)

karma in unintended: as- gramam gacchan trpam sprsati (gava jate hue trna
chuta hai)

karma n akathita: as- gopah gam dogdhi payah ( gvala gaya ka didha duhata
hai) |
karma in gati-karma: as- gramam gacchati (gava jata hai)

karma in instruments of playing: as- aksan divyati (pason se khelata hai)

karma in anger: as- kriiram abhikrudhyati (kriira para krodha karata hai)

karma in disrespect: as- na tvam trnam manye (tumako/tumhen tinka bhi nahin
samajhata hun)

sasthi karma: as- Sabdanam anusasanam (Sabdon ka anusasana)

TG rules:

1)

2)

3)
4)
5)

6)
7)
8)
9)

In default karma, singular and plural animate objects and plural inanimate object
takes ko case marker in Hindi. Singular inanimate object drops the case marker
except the condition of emphasis.

In utpadya karma also, inanimate has no case marker and animate has ko case
marker.

In vikarya karma, se case marker comes in Hindi.

When karma has been used with prayojya karta, it takes ko case marker.

When karma is used with locus, generally it takes meri case marker for inner locus
and para case marker with outer locus. Sometimes it is used as vice versa.

When karma is used with deshvacr sabda, mer case marker is used in Hindi.

When karma is used with kalavici sabda, taka case marker is used in Hindi.

When karma is used with bhava (activity), taka case marker is used in Hindi.

When karma is used with margavaci sabda, bhara is used in Hindi.

10) When karma is used with sampradana, se case marker is used in Hindi.
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11)~When object is not intimated then animate and plural inanimate object takes ko

case marker and singular inanimate drops the case marker in Hindi.

12) The akathita karmas take different case markers:

a)

b)

d)

g)

h)

gam gogdhi payah has akathita karma ‘gam’ which is taking se case marker as
1t may be translated as:- gaya se didha dithata hai.

Root yac and pac takes se case marker. As- balim yiachate vasudham takes se
case marker in Hindi ( as- bali se vasudha ki yacana karata hai) and tandulan
odanam pacati takes se case marker (as cawala se bhata pakata hai).

Root danda takes ko as well as para in Hindi translation as gargan satam
dandayati is translated as garga ko sau rupaye ki danda deta hai / garga para
sau rupaye ka danda lagata hai. Here we can see that the case marker is
depending on the verb selection. When deta hai is used as verb, ko comes as
case marker and when lagata hai is used then para case marker comes in
Hindi translation.

Root rudh takes ko case marker in Hindi (gam vrajam avarunaddhi = gaya ko
bade men rokata hai).

Root pracch takes se case marker in Hindi as manavakam panthanam prcchati
is translated as balaka se rasta pichata hai.

Root ci takes se case marker as vrksam phalani avacinoti is translated as vrksa
se phala chunata hai.

Root bri takes se case marker as manavakam dharmam briite is translated as
balaka se dharma kahata hai. It may also be translated as balaka ko dharma
kahata hai or balaka ke liye dharma kahata hai. Here we are taking only one
case marker for TG rules which is used more frequently in Hindi translation.
Root sas takes ko case marker as manavakam dharmam sasti is translated as
balaka ko dharma sikhalata hai.

Root ji, math and musa takes se case marker as devadattam satam jayati is
translated as devadatta se sau rupaye jitata hai, ksiranidhim sudham mathnati
is translated as ksirasagara se amrta mathata hai and devadattam Satam

musnati 1s translated as devadatta se sau rupaye curata hai.
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1) Root ni and vah take mern case marker as gramam ajam nayati is translated as
gava men bakart ko le jata hai and gramam ajam vahati is translated as gava
men bakarit ko pahuncata hai.

k) Root hr takes se case marker as gramam ajam harati is translated as gava se
bakari ka harana karata hai.

1) Root krs takes ki or case marker as gramam ajam karsati is translated as gdva
kt or bakarrt ko le jata ha.

13) The gati-karma drops the case marker as- gramam gacchati 1s translated as gava

~Tjata hai.

14) Karma of div root takes se case marker as- aksan divyati is translated as pason se
khelata hai. It may also drop the case marker (as in pasa khelata hai) but that is
not taken in TG rule to avoid the complication of divergence issues.

15) Karma in anger takes para case marker as kriiram abhikrudhyati is translated as
krara para krodha karata hai in Hindi.

16) The karma in disrespect takes ko case marker as na tvam trnam manye is translated
as tumako tinka bhi nahin samajhata hun.

17) The sasthi karma takes genitive case markers as sabdanam anusasanam is

translated as sabdori ka anusasana.
4.4.3 Division of karana karaka and TG rules:

1) Default karana: as- balakah kurcikaya talam udghatayati (balaka cabhi se tala
kholata hai).

2) karanain karma: as- pasund rudram yajate (pasu se yajfia ki pija karata hai).

3) karana in parikrayana: Satena parikrinati (sau rupaye men parikrayana karata

hai).
TG rule: The karana karaka is taking only se case marker in these sense.
4.4.4 Division of sampradana karaka and TG rules:

1) satvasraya (recipient with ownership): as- devadattah brahmanaya gam dadati

(devadatta brahmana ko gaya deta hai)
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2)

3)

9)

)

6)

7)

8)

9

svikarta (recipient without ownership): as- devadattah rajakaya vastram dadati
(devadatta rajaka ko vastra deta hai)

kriyaya abhipretah (intended to relate with activity): as- patye Sete (pati ke liye
soti hai)

Jhipsyamdnah (addressed through price etc): as- krsnaya Slaghate (krsna ki
praSansa karata hai)

uttamarna (a creditor): as- devadattaya satam dharayati (devadatta ka sau rupaya
dharata hai)

ipsitam (desired): as- puspebhyah sprhayati (puspon ki iccha karata hai)

yam prati kopah sah: as- haraye krudhyati (hari para krodha karata hai)
privamanah (location of desired): as- devadattaya modakah rocate (devadatta ko
modaka accha lagata hai)

yasya viprasnah (enquiry about): as- krsnaya radhyati (krsna ke subhasubha ka

vicara karata hai)

10) parikrayana (money in bounded labour): as- sevakah Satdya parikritah (sevaka

sau rupaye men rakha gaya).

TG rules:

NS v R

satvasraya, svikarta and priyamanah take ko case marker.
kriyaya abhipretah takes ke liye case marker.
Jjripsyamanah and ipsitam take ki case marker.
uttamarna takes ka case marker.

yam prati kopah takes para case marker.

yasya viprasnah takes ke case marker.

parikrayana takes mern case marker.

4.4.5 Division of apadana karaka TG rules:

1y

default apadana (point of separation): as- vrksat parnam patati (vrksa se patte

girate hain)
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2)

3)

4)

5)

6)
7

8)

bhaya hetuh (cause of fear): as- grhasthah caurdta vibheti (grhastha chora se
darata hai)

akhyata-upayoge (teacher): as- chatrah upadhyayat adhite (chatra updadhyaya se
padhata hai)

yasmat varanam (point for obstruction): as- kapdat andham varayati (kiien se
andhe ko nikalata hai)

yasya adarSanam istam (person intended not to be seen): as- matuh niliyate
krsnah (mata se krsna chipata hai)

prakrtih (raw material): as- mirdah ghatah jayate (mitti se ghada banata hai)
prabhavah (place of first appearance): as- himavatalh garnga prabhavati (himdlaya
se ganga nikalatt hai)

pardjayah (defeat from activity): as- adhyayandt pardjayate (padhar se harata
hai).

TG rule: apadana karaka is taking only se case marker.

4.4.6 Division of adhikarana karaka and TG rules:

1) kalah (time): as- tret@yuge ramah dsit (tretdyuga men rama the)

2) desah (place): as- ramah ayodhyayam asit (rama ayodhya men the)

3) visayah (other than above): as- mokse iccha asti ( moksa men ruche hai)

4) samayavadhi (time duration): as- janavaritah viramah ( janavari se virama hai)

5) antardla desah (place in between): as- tirupatitah candragiriparyantam
bhavanani santi (tirupati se candragiri taka bhavana hain)

TG rules:

1. kala, desa and visaya are taking meri case marker.

2. samayavadhi and antarala desa are taking se case marker.

4.4.7 The non-karaka relations and TG rules:

1) sambodhana (addressed): as- bho rama! mam uddhara (he rama! mera uddhdra

karo)

83



2)

3)

4)

5)

6)

7)

8)

9)

prasajya-pratisedha (ancompounded relation): as- ramah grham na gacchati
(rama ghara nahin jata hai)

samyam (similarity): as- brahmanavat adhite (brahmana ki bhanti padhata hai)
kriya-avrityantaralasamayalh (time duration between the repetition of the same
activity): as- adya bhuktva dinadvayat bhokta ( aja khakara do dina ke bada
khane wala )

tadarthya (purpose): as- chatrah adhyayanaya gurukulam gacchati (chatra
adhyayana ke liye gurukula jata hai)

hetul (cause): as- vidyarthi adhyayanena vidyalayam vasati (vidyartht adhyayana
ke liye vidyalaya men rahata hai)

vipsa (repetition): as- Sakuntala dasrame prativrksam sificati (Sakuntala dasrama
men pratyeka vrksa ko sincati hai)

kriya-avrtti-ganana (counting of repetition): as- balakah patham parncabaram
pathati (balaka patha ko panca bara padhata hai)

kriyavisesanam (manner adverb): as- mrgah vegena dhavati (mrga vega se

daudata hai)

10) atyanta-sambaddhah kalah (complete relation with time): as- balakah gurukule

masam adhitah (balaka gurukula men mahine bhara padha)

11) atyanta-sambaddhah margah (complete relation with road): as- pathah krosam

adhitah (kosa bhara patha padha)

12) atyanta-sambaddhah kalah saphalah (complete relation with time with result):

as- balakah masena anuvakah adhitah (balaka mahine bhara men anuvaka padha

liya)

13) atyanta-sambaddhah margah saphalah (complete relation with road with result):

as- balakah krosena anuvakah adhitah (balaka kosa bhara men anuvaka padha

liya)

84



TG rules”:

1. The tadarthya and hetu are taking ke liye,
vipsa takes ko case marker,
kriya-avrtti-ganana (counting of repetition) takes ko,

kriyavisesanam (manner adverb) takes se,

AR S

atyanta-sambaddhah kalah (complete relation with time) and atyanta-sambaddhah
margah (complete relation with road) take bhara, atyanta-sambaddhah kalah
saphalah (complete relation with time with result)

6. atyanta-sambaddhah margah saphalah (complete relation with road with result)

take bhara men as postpositions in Hindi.
4.4.8 Other relations and TG rules:

1) sasthi relation: as- adhyapakasya pustakam chatrah pathanti (adhyapaka ki
pustaka chatrva padhate hain)

2) arambhasamayah mapane (starting point of time): as- kartikyah agrahdayani mase
(kartika se_lekara agahana masa taka)

3) arambhadesah mapane (starting point of place): as- tirupatitah candragirih krose
(tirupati se candragiri kosa bhar dira hai)

4) laksana (point of direction): as- vrksam prati visyotate vidyut (vrksa ki or vidyut
camakatt hai)

5) tadarthya (purpose): as- balakaya pustakam krinati (balaka ke liye pustaka
kharidata hai)

6) hetuh: as- kumbhakarah dandena ghatam karoti (kumbhakara dande se ghada
banata hai)

7) saha sambandhalh (association): as- putrena saha pitda gacchati (putra ke sdtha

pitd jate hain)

* Here sambodhana, prasajya-pratisedha and kriya-avrttyantaralasamayah have no
case marking issue as bho is mapped as ke, na is mapped as negation nahin and kriya-

avrttyantaralasamaya has tva suffix for purvakalikatva representation.
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8) vina (non-association): as- dharmena vina jivanam nasti (dharma ke bina jivana
nahin hat)

9) vibhaktah (comparison between two): as- mathurah pataliputrebhyah adyatarah
(mathuravast pataliputravast se adhika sampanna hain )

10) nirdharanam (Isolation one from a group — in the superlative degree context): as-

gavam/gosu krsna bahuksira (gayon men kalt (gaya) bahuta didha denewaltl hai)

TG rules:

[y

sastht relation takes ka/ki/ke depending on the gender of the substantives.
arambhasamayah mapane takes the postposition se_lekara in Hindi,
arambhade$ah mapane takes se,

laksana takes Ai or,

tadarthya takes ke liye,

hetuh takes se,

saha sambandhah and vina upapada have ke case marker,

vibhaktah has se case marker

A A A A o

nirdharana has men case marker.

Thus all the possible rules for case handling can be written on the basis of above
discussed facts. We need karaka tagger tool to sub-classify the karakas. Thereafter
these rules may be presented in SSF format which can be applied in the TG engine of
IIIT, Hyderabad.

4.5 Mapping nominal in compound syntax and conjunct ca and va

In 3.7, it is discussed that ramah Syamah ca, ramasca syamasca, ramasyamau etc are
the different ways to add the nominals in a compound syntax which is, actually, not
an NP but considered. Here single and double/multiple ca in the vigraha-vakya
require extra case as the conjunct in Hindi is neither kept at the end of the combining
words nor used twice to combine the two given words. Following rules may handle

these nominals:
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1) If single ca is used between nominals in a compound syntax, the translation of ca
(i.e. aura in Hindi) will be kept before the last substantive in TL. As- ramah
syamah ca = rama aura Syama.

2) If double/multiple ca is used between nominals in a compound, translation of last
ca (i.e. aura in Hindi) will be kept before the last substantive in TL and the rest ca
will be dropped from the SL input. As- ramasca Syamasca = rama aura Syama.

3) In ramasyamau type of constructions, it will be checked that how many
substantive words are there in the compound nominal, thereafter translation of ca
conjunct should be inserted before the last substantive. As- ramasyamau = rama

aura syama.

bhratarau, pitarau etc are the compound nominals which are used to denote a male-
female pair but it looks like the dual form of bharatr and pitr. These types of
compound nominal, first, should be handled under word sense disambiguation and
then these can be translated on the basis of compound analysis. There also, we have to

tackle the conjunct.

Similarly, when va is used in any compound syntax, it should also be handled in the
same manner. When single va is used, then it’s translation will be kept before the last
substantive and when multiple va@ is used, the last va will be kept before the
substantive and the rest va will be dropped from the SL. As- ramah syamah va, ramah

va syamah va and ramah va syamah, these all will be translated as rama ya syama.

4.6 Adjective mapping -

In 3.8.2, we have discussed about the identification of the adjectival pada in SL and
discussed the issues in mapping the adjective. There are two issues in adjective
mapping: the order word and the case marking. On the basis of that discussion, the

rules can be made for identifying the adjective.

4.6.1 Rules for identifying the adjectives:
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1. If two subanta padas are coming together as samanadhikarana then anyone may
be adjective. Same as, if two krdanta padas are coming together then also the
place of adjective pada is uncertain. Here it is generally assumed that the first
pada is an adjective.

2. If krdanta and subanta pada comes together, then the krdanta pada is adjective
and subanta is substantive.

3. If krdanta/subanta and taddhita is coming together, then taddhita is the adjective
and the krdanta/subanta is substantive.

4. As taddhita never becomes the adjective of a pronoun, when taddhita is used with

a pronoun, pronoun will be the adjective and taddhita will be the substantive.

4.6.2 Mapping case marker in adjective: The first difference between Sanskrit
and Hindi adjective is that an adjective and a substantive in Sanskrit have the same
case marker while adjective in Hindi does not show the case marker accept oblique
forms in adjectives with a-ending. It is assumed that oblique form may be handled by

the Hindi generator. So no TG rule is required for oblique case marking.

It is discussed earlier in 3.8.2.2 that the NP having feminine substantive takes
feminine form of adjective in SL i.e. sustla balika can be translated as susila balika as
well as susila ladaki. Here the adjective is changing because of change in taken
synonym of the substantive in TL. In Hindi, acchi ladaki cannot be pluralized as
acchiyan ladakiyan instead of acchi ladakiyan. So the claim of same number with
adjective and substantive cannot be true in Hindi while this is appliéd in Sanskrit. We
can see another example: feja ladaka and teja ladakt, where the gender of adjective

word is not affected by the gender of substantive in Hindi.
On the basis of the above observation, we can say that:

1. The -a ending feminine adjectives are depending on the selection of the
substantive.
2. The -a ending feminine adjectives do not change their form in plural in Hindi.

3. Some adjectives (i.e. teja, miidha etc) have the same form in all gender.
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For handling these differences, we can make a list of the adjectives under these three

categories which will be helpful in making rules for correct output.

4.7 Dual number mapping

The following rules can be given to map the dual number:

1. When a substantive (without adding dvau before the substantive) is used in dual
number, numeral do will be added before that substantive in Hindi translation.

2. When dvau is added with a dual number substantive, the numeral dvau will be
dropped to avoid the repetition of do (i.e. do do in Hindi output) in TL.

3. When a substantive has dvayam as numeral adjective (substantive + dvayam), the

meaning of dvayam will be kept before the substantive in the TL.

4.8 Word order mapping

After identifying the adjective in a Sanskrit sentence, the general word order in NP of -
the input sentence can be converted as per the template of NP.

NP= {DET (ekah/kascit)} / {(DET (ekali/kascit) + Nap)} + N+ (REL)

Where DET is determiner (ekah or kascit), AP is Adjectival Phrase and N is Nominal

word (i.e. an agent) and REL is Relative Clause.

In this way, the required TG rules can be written for mapping the structural

differences between Sanskrit and Hindi to get the desired output in SHMT.
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CONCLUSION



The goal of present research was to discuss the challenges in Sanskrit-Hindi NP
mapping from the perspective of Machine Translation. Different tools have been
made to achieve the goal of Sanskrit-Hindi Machine Translation (SHMT) but there
are some challenges, such as- case mapping in substantives and adjectives,
indeclinable mapping, conjunct and numeral mapping and word order handling, in
SHMT which require the theoretical discussion first. On the basis of that discussion,'
the rules could be formulated (theoretically) to handle the challenges. These issues

have been discussed at the NP level.

In first chapter, a survey has been presented to justify the importance of the present
research. Second chapter titled: ‘Sanskrit-Hindi Noun Phrase’ presents the basic
concept of NP in both languages. Challenges in mapping Sanskrit-Hindi NP have
been discussed as third chapter to find out the issues which must be tackled by
researchers to produce the desired output. On the basis of challenges identified, the 4™
chapter deals with the problem tackling aspects. The task of handling all the discussed
issues is divided into two parts: 1) task of Hindi Generator and 2) Transfer grammar
(TG). Task of Hindi Generator shows the requirement of improving the generator as
the Hindi generator is an independent tool which can be implemented to produce
Hindi translation from any SL. In TG section, the rules are presented theoretically to
map the syntactic differences. It can be implemented in any SHMT system to produce
the reasonable output. To implement the rules of case marker mapping, which is
thoroughly discussed, we need a Sanskrit karaka tagger which will be tagging the
karakas. The second requirement is a tagged dictionary in which substantives would
be tagged as animate-inanimate and verb as transitive-intransitive. The animate-
inanimate information will be helping in handling ko case marker and transitive-
intransitive will be helping in handling the ergative ne. The POS tagger will help us in
identifying the adjective in SL (Sanskrit) and the other issues can simply be handled
by the TG rules.

This work has some limitations as well and that gives the scope for further research.
In the present research, the relative clause is not handled because it needs the Verb

Phrase (VP) study between both the language pairs as verb is affecting the case
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marker in kriyamiilaka roots (i.e. root + karana/hona) in a relative clause as well as in
a verb phrase. So VP level study would be the next level research which will be
improving this research as well. Rules for indeclinable mapping could not be
provided in this research due to a variation in meaning in different context which

requires a statistical study from an exhaustive corpus.
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