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ABSTRACT 

Extracting named entities from web sources is an important operation in many applications, 

including data warehousing, web data integration and text mining. Named entities are 

perhaps the most important indexing element in text for most of the information extraction 

and mining tasks. In this dissertation, we consider the problem of Named Entity Recognition 

(NER) from web pages. The scale, unstructuredness, and diversity of the web pose 

challenges to named entities on the webpages. Traditionally, Rule based and Machine 

Learning techniques based systems have been used for this task. Rule based techniques 

require large amount of linguistic knowledge where as machine learning techniques require 

large amount of labeled data sets. This poses a serious limitation for resource poor language 

such as Hindi. Further, most of the approaches require a standard gazetteer list to start with. 

In Hindi even such gazetteer list are not available. Therefore NER becomes a very 

challenging problem. 

In this work, we have tried to study and compare vanous approaches for named entity 

recognition in context of Hindi language. Fmther, we have tried to find out difficulties and 

challenges in implementing these approaches. To make the Hindi NER system, we have 

proposed a context pattern induction based domain specific approach. This approach can be 

used as a gazetteer preparation methodology. This approach uses a domain specific raw 

corpus and a few seed entities to learn context patterns and then the corresponding name lists 

are generated. 

The proposed NER system addresses two major limitations. First, the system requires no 

human intervention such as manually labeling training data or creating gazetteers. Second, 

the system does not require any labeled dataset. We describe the system's architecture of the 

proposed system. The proposed context pattern induction methodology has been used for 

Hindi language but it can be easily applicable for other languages. 
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Introduction 

Chapter 1 

Introduction 

In today's world, overload of information, particularly through the World Wide Web, creates 

difficulties for the users to access the right information. This situation becomes more difficult 

due to the fact that a large amount of information is available on internet in different 

languages. Therefore, this is very important to apply an information process that will extract 

only the relevant facts that match the user's interests from all that volume of information and 

allow the user to access those facts. Information Extraction (IE) technology can meet these 

requirements, since unlike what happens with information retrieval and filtering technology, 

in IE the user's interests are on specific facts extracted from the documents and not just on 

the documents themselves. Some documents may contain the requested keywords but be 

irrelevant to the user's interests. Providing the specific facts instead of documents provides to 

users with information that is more relevant to their interests, gives all the reasons for smiles 

to the users [ 1]. 

"Information extraction is the identification, and consequent or concurrent class(fication and 

stmcturing into semantic classes, of specific information found in unstructured data sources, 

such as natural language text, providing additional aids to access and interpret the 

unstructured data by information systems. " [ 46] 

The IE system can be use to extract, fixed information from documents in a fixed language. 

"Web information extraction is the problem of extracting target information items from Web 

pages" [47]. However, in order for the IE technology to be truly applicable in real life 

applications, IE systems need to be easily customizable to new domains and languages. In 

this work, our focus is towards named entity recognition (NER) which is a subtask of IE. The 

NER task involves typically two sub-tasks: the recognition of named entities (e.g. persons, 
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Introduction 

organizations, locations, dates) involved in an event and the recognition of the relationships 

holding between named entities in that event (e.g. personnel joining and leaving companies 

in management succession events). The named entities are the smallest sort of information­

hunting task [48]. A "named entity" (NE) is a phrase, which serves as a name for something 

or someone. According to this definition, the phrase in question must be a noun phrase (NP). 

Clearly, not all NPs are named entities. 

1.1 Named Entity Recognition(NER) 

NE Definition: 

"Named entities are phrases that contain the names of persons, organizations, 

locations, times, and quantities." [ 11 ]. 

NER Definition: 

* NER involves identification of proper names in texts and its classification into a set 

of predefined categories of interest. 

* Three universally accepted categories: Person, Location and Organization 

* Other common tasks: recognition of date/time expressions, measures (Percent, 

money, weight etc), email address, domain specific entities like name of drug etc 

[12]. 

As per the definition, NER task is concerned with marking occurrences of a specific object 

being mentioned. These mentions are then classified into standard categories include 

"person", "location", "geo-political organization", "facility", "organization", and "time" etc. 

For example, in the sentence "The George Washington Bridge spans the Hudson River," the 

phrase "George Washington Bridge" would be marked and classified as a facility, and 

"Hudson River" would be marked as a location. However, the sentence "The bridge spans the 

river" does not contain any named entity mentions, as the task is traditionally defined, 

because "bridge "and "river" do not refer to specific entities in this context; they are generic 

mentions (2]. Researchers have explored domain specific, multi-lingual, and standard Named 

Entity Recognition. Several conferences have been devoted to Mention Detection: MUC, 
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Introduction 

ACE, and CoNLL-2002[11] and 2003 [3] [4] [5]. In these conferences, NER systems have 

been developed that achieve F-measure scores (a weighted average of precision and 

accuracy) of up to 88.7 on English newswire texts [5]. 

A large number of techniques have been developed to recognize named entities. Some of 

them are Rule based and others are Statistical techniques. The rule based approaches uses the 

morphological and contextual evidence [6] [7] of a natural language and consequently 

determine the named entities. 

The statistical techniques use large annotated data to train model, like HMM [9] and 

subsequently examine it with the test data. Both the methods mentioned above required the 

efforts oflanguage experts [10]. 

1.2 Standard Categories of Named Entity(NE) 

The following universal categories have been developed m Message Understanding 

Conference in the 1990s. Top three categories are used for Name identification, Number 

Identification and time and Date identification respectively. Others category include the 

URL, email address and domain names identification [3] [50]. 

* ENAMEX 

* NUMEX 

* TIMEX 

* Others 

Most research on NER systems has been structured as taking an annotated block of text, such 

as this one: 

"~ c"lC1<>iCfl{ ~ 311$:H'Ffi~ fc'rJU" cnq_ ~o~~ -ar l5~ ~ ~ ~ ~l9~ rc:r m ~~ ~ 

~eit,ik -;# 3CfCPT cfR:RT ~~ ~ ~I" 

And producing an rumotated block of text, such as this one: 
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Introduction 

<ENAMEX TYPE="PERSON"> ~ ~~<>tCfl'l <IENAMEX> ~ <ENAMEX 

TYPE="ORGANIZATION''> 311$:ffl:ffl <IENAMEX> fcrJU" Cfi'Q" <TIMEX TYPE="DATE''> 

~on </TIMEX> CJl <NUMEX TYPE="QUANTITY''> ~q, <INUMEX> c); ~ ~ 

<NUMEX TYPE="QUANTITY"> ~t9q, </NUMEX> 'lG1 ~ ~. ~ ~coniic CJl 3C1COT 

<NUMEXTYPE="QUANTITY">cfrmr<INUMEX> ~~~~~ 

From the annotated block of text, different text can be identified with sound meaning. The 

text'~ ~~<>tCfl'l" is the name of the person i.e. a noun and it comes in category 

ENAMEX. "311$til~'i~" is the organization name which comes under the ENAMEX category 

too. "~o~r· is the year that represents time so that fall in TIMEX category. "~q,", "~t9q," is 

the numeric quantity so it falls under NUMEX category. 

1.3 NE Basic System Architecture 

A typical NER system involves the exploitation of a lexicon and a grammar, which need to 

be updated when the system is customized to a new domain. The lexicon is a set of gazetteer 

lists, containing names that are known beforehand and have been classified into named-entity 

types. The grammar is used to recognize named entities that are not in the gazetteer lists or 

they occur in more than one gazetteer list. Manual construction of these resources is a very 

time-consuming process and therefore, a number of worth examining methods is existing that 

could automate their construction for a particular application in a specific language. 

Automated knowledge acquisition, with the use of machine learning techniques, has recently 

been proposed as a promising solution to this and other similar problems in language 

engineering [8]. "Figure 1" shows the basic architecture of the NER system. 
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Figure 1: NE Basic System Architecture 

Generally, the basic architecture of the NER system includes the following module: 

Introduction 

* Tokeniser: It is a set of rules producing annotations. It segments text into tokens, e.g. 

words, numbers, punctuation. 

* Gazetteer lists: It is finite set/lists of tokens/text use to classify words. Each list has 

attributes Major Type and Minor Type (and optionally language). Town, names, 

countries shows NEs and company designators, titles shows keyword. 

NEs, e.g. towns, names, countries, ... 

- key words, e.g. company designators, titles, ... 

* Grammar: For identification of NEs, there are different approaches to annotation. It 

uses annotations from format analysis, tokeniser and gazetteer modules. NE grammar 

uses contextual information and use the rule based on the priority, status and 

ordering. 

This basic architecture assumes that all the NEs can be identified by accessing the 

standard gazetteer and NER grammar, provided efficient search techniques are 

available. In real life this approach is not feasible. Firstly because in most of the cases 

it is impossible to add all the possible NEs to the gazetteer and provide efficient 
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Introduction 

search techniques to search in the gazetteer. Secondly, new NEs are generated so a 

static list is not sufficient. NEs are domain dependent and language dependent, 

therefore the basic architecture of the NER system needs modification for better 

result. 

1.4 Application of NER 

Name Entity Recognition (NER) can be independent to domain or domain specific. It applies 

in different field:-

* Information Extraction System 

* Text Mining 

* Relation Extraction 

* Robust handling of proper names essential for many applications 

* Pre-processing for different classification levels 

* Information filtering 

* Information linking 

* Question-Answering system 

* Automatic summarization 

* Social Network Analysis 

1.5 Motivation for NER system in Hindi 

There has been done a lot of work inNER for English and other European languages with the 

claims for high accuracy. There are full-fledge NER systems, which are available in English 

and other European languages, but such systems are not available in Indian Languages (IL) 

especially in Hindi. This is because the research in natural language processing (NLP) in 

Hindi is still at preliminary state. Even the proper resources like lexicons, labeled data to 

develop an NER system is not available. Therefore, developing an NER in Hindi is a very 

challenging problem and hence it provides many research issues. 
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This interest has been largely motivated by the relative tractibility of the problem and the 

potential marketability of an accurate named entity system. This marketability is driven by 

the many obvious benefits of having an accurate named entity system, including: 

* More accurate internet search engines. 

* Automatic indexing of books. For many books, the majority of the items which would 

go in the index would be named entities. 

* General document organization. A user can call up all documents on a company 

intranet which mention about a particular individual. 

* Before reading an article a user can see a list of the people, places, and companies 

mentioned in the document. 

* A named entity tagger can serve as a preprocessing step to simplify tasks of machine 

translation. It is an essential component of complex information extraction tasks. 

* Magazine could use this to highlight the names of every person mentioned in bold. 

The Wall Street Journal could do the same with companies. 

The motivation for our "context pattern based approach" to design a NER system comes 

from problems, issues, lack of resources and challenges faced for NEs extraction (discussed 

in coming section). 

1.5.1 Difficulties to develop an NER system 

In Hindi, the process of compiling symbolic rules for rule-based IE/NER systems has been 

described as a costly and very tedious task [14]. These types of difficulties, pose more 

general questions of robustness and portability, which this research has tried to address, such 

as: 

1. What would be needed when NER system have to be reengineered whenever new 

texts in different domains and languages are to be analyzed? 

2. What would be needed if new NEs categories are set to be identified? 

3. Is there any automatic method which can be followed to acquire rules for a rule­

based NER system? 

4. Can we use rules developed for a NER system in other related applications without 

major changes? 

7 



5. How can a NER system properly classify unconventional person names? 

6. How can a NER system properly tokenize organization names? 

This dissertation reports on the research approach which we adopted to answer these 

questions and reports on the results of the study. 

1.5.2 Parameters to develop an NER System 

Following points/parameters should be consider while building NER system: 

* Ease to change 

* Portability (Domains and Language) 

* Scalability 

* Language Resources 

* Cost-effective 

Introduction 

The above mention most of the parameters have been already achieved by the NER system 

developed in English but, still researcher/developers of Hindi NER systems are struggling to 

achieve these parameters. 

1.6 Organization of the Dissertation 

The dissertation is organized as follows. We present our literature survey and related work is 

in Chapter 2. In Chapter 3, we present a formal description of the problem, and describe 

challenges, issues, assumptions and our approach. In Chapter 4, we describe implementation 

of our approach, Experimental results and analysis is also described in this Chapter. Chapter 

5 highlights our conclusions. Finally, we conclude by presenting ideas about our future 

efforts. 
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Approaches for NER 

Chapter 2 

Approaches for Named Entity Recognition 

Named entities (NEs) are words which belong to certain categories like persons, places, 

organizations, numerical quantities, expressions of times etc. A large number of techniques 

have been developed to recognize named entities for different languages. These techniques 

may involve use of gazetteer with proper lexicons and grammar. However, gazetteer based 

approach is not sufficient to extract all the NEs. There are some Rule based and others are 

Statistical techniques. The rule based approaches use the morphological and contextual 

evidence [6] [7] of a natural language and consequently determines the named entities. 

The statistical techniques use large annotated data to train model, like HMM [9] and 

subsequently examine it with thetest data. Both the methods mentioned above required the 

efforts of language experts. Consequently, the application of the statistical techniques for 

Indian Languages is not very feasible [ 1 0]. This eventually leads to formation of some 

language specific rules for identifying named entities. A typical NER system involves the 

exploitation of a lexicon and a grammar, which need to be updated when the system is 

customized to a new domain. The lexicon is a set of gazetteer lists, containing names that are 

known beforehand and have been classified into named-entity types. The grammar is used to 

recognize named entities that are not in the gazetteer lists or they occur in more than one 

gazetteer list. Manual construction of these resources is a very time-consuming process and it 

is therefore worth examining methods that could automate their construction for a particular 

application in a specific language. Automated knowledge acquisition, with the use of 

machine learning techniques, has recently been proposed as a promising solution to this and 

other similar problems in language engineering [8]. Statistical NER systems typically require 

a large amount of manually annotated training data. An appropriately large set of annotated 

data is yet to be made available for the Indian Languages. 
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Approaches for NER 

There are a variety of techniques for NER. We have broadly classified these approaches as 

shown in the figure2 [15] [47].The main approaches are: 

I 

I 

* Handcrafted Approach 

* Machine learning based approach 

* Hybrid Approach 

I Approaches for NER _I 

The Rule based I I I Machine Learning (ML) Based I 
Handcrafted Approach Approach /Automated Approach 

1 1 
list lookup I linguistic I Supervised Ml I I Unsupervised Ml 
Approach Approach technique technique 

Hidden Markov 
Models (HMM) 

Maximum Entropy 
Markov Models 

(MEMM) 

Conditional 
Random Field (CRF) 

Support Vector 
Machine (SVM) 

Decision Tree (DT) 

I 

Figure 2: Approaches for NER 

I Hybrid Approach 

1 I Semi-supervised Ml I 
techmque 

Clustering 

Context Pattern 
Extraction 

To increase the accuracy and coverage of the results comes from the above mentioned 

approach, few new approaches has also introduced. Like: Multilingual Approach (34]. 
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Approaches for NER 

2.1 Handcrafted Approach 

* 2.1.1 Dictionary/Gazetteer Based Approach (List Lookup Approach): NER 

system uses gazetteer to classify words. We just need to create a suitable list in 

gazetteer. 

Advantages: It is simple, fast and language independent. It is also easy to retarget 

as we just have to create lists. It is useful for resource poor languages. 

Disadvantages: Only works for lists in the gazetteer. We need to collect and 

maintain the gazetteer. It cannot resolve ambiguity and does not have learning 

capacity from the extraction ofNEs. It also faces the searching issues if the dictionary 

is very large for large set of data. It is impossible to create generalized list for all the 

possible NEs. Therefore domain specific gazetteers are required for separate 

domains. 

* 2.1.2 Linguistic Approach: NER system uses some language based rules and 

other heuristic to classify words. The linguistic approach is the classical approach 

to NER. It typically uses rules manually written by linguists. Though it requires a 

Jot of work by domain experts, a NER system based on manual rules may provide 

very high accuracy. There are several rule-based NER systems, containing mainly 

lexicalized grammar, gazetteer lists, and list of trigger words, which are capable 

of providing F-value of 88-92 for English [16], [17], [18]. It uses the 

transliteration techniques to identify the NEs. Here good knowledge of Hindi 

language is required. 

Advantages: It needs rich and expressive rules and gives good results. 

Disadvantages: The main disadvantages of these rule-based techniques are: 

11 



Approaches for NER 

* They reqmre huge experience and grammatical knowledge on the 

particular language or domain. 

* It requires good rules and heuristic. 

* The development is generally time-consuming and sometimes changes in 

the system may be hard to accommodate. 

* Also, these systems are not transferable, which means that one rule-based 

NER system made for a particular language or domain cannot be used for 

other languages or domains. 

2.2 Statistical and Machine Learning Approach (Automated Approach) 

The Statistical and Machine Learning (ML) techniques acquire the high-level knowledge by 

the use of a large amount of annotated data. ML based techniques facilitate the development 

of recognizers in a very short time. Several ML techniques have been successfully used for 

the NER task. ML can be classified into three categories: 

* Supervised ML technique: It generates a function that maps inputs to desired 

outputs (also called labels, because they are often provided by human experts 

labeling the training examples). For example, in a classification problem, the 

learner approximates a function mapping a vector into classes by looking at 

input-output examples of the function. The main approaches are Maximum 

Entropy (ME), Maximum Entropy Markov Model (MEMM), Conditional 

Random Field (CRF), and Support Vector Machine (SVM). Other than this, 

there are some other approaches also like Analytical learning, Decision tree 

learning, Nearest Neighbor Algorithm, Boosting, Back propagation and many 

more. 

12 



Approaches for NER 

* Unsupervised ML technique: It refers to the problem of trying to find hidden 

structure in unlabeled data, like clustering and Relevant Document Selection 

etc. 

* Semi-supervised ML technique: It combines both labeled and unlabeled 

examples to generate an appropriate function or classifier. 

2.2.1 Supervised ML technique 

These Supervised ML techniques are broadly used in the development ofNER system. Here 

we mention a few ML techniques that can be used to develop NER. 'ldentifinder' is one of 

the first generation ML based NER systems which used Hidden Markov Model (HMM) [19]. 

Other ML approaches like Maximum Entropy (ME) [20], Maximum Entropy Markov Model 

(MEMM) [21], Conditional Random Field (CRF) [22], Support Vector Machine (SVM) [23] 

and Decision Tree (DT) [24] are the mostly used approaches. Let's have a look on statistical 

and machine learning approaches: 

* Hidden Markov Models (HMM): It is a generative model. The model 

assigns a joint probability to paired observation and label sequence. Then the 

parameters are trained to maximize the joint likelihood of training sets. 

It uses the forward-backward algorithm, Viterbi Algorithm and Estimation­

Modification method for modeling. Example of a HMM based NER system is 

Nymble (1997) [30]. HMM is suitable for applications that require to process large 

amounts of text such as information retrieval or have real-time response. We can 

extend the original HMM to develop NER system. HMM is used back-off model to 

avoid sparse data problem in Entity recognition. 
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Approaches for NER 

Advantages: Its basic theory is elegant and easy to understand. Hence it is easier to 

implement and analyze. It uses only positive data, so they can be easily scaled. 

Disadvantages: In order to define joint probability over observation and label 

sequence HMM requires enumerate all possible observation sequence. Hence it 

makes various assumptions about data like Markovian assumption i.e. current label 

depends only on the previous label. Also, it is not practical to represent multiple 

overlapping features and long term dependencies in the development ofNER system. 

Solution: Maximum Entropy (ME) model, Conditional Random Field (CRF) or 

Support Vector Machine (SVM) are the solutions of the most of the problems which has been 

faced in the HMM approach. ME, CRF or SVM can make use of rich feature information for 

NER system. 

* Maximum Entropy Markov Models (MEMMs): It is a conditional 

probabilistic sequence model; it can represent multiple features of a word and can 

handle long term dependency. It is based on the principle of maximum entropy 

(MaxEnt), which states that least biased model which considers all known facts is the 

one which maximizes entropy, where each source state has an exponential model that 

takes the observation features as input and output a distribution over possible next 

state. Output labels are associated with states. 

* Maximum Entropy (MaxEnt): MaxEnt is a flexible statistical 

model which assigns an output to each token based on its history and 

features. MaxEnt computes the probability p (olh) for any o from the 

space of all possible outputs 0, and for every h from the space of all 

possible histories H. A history is all the conditioning data that enables 

output space from assign probabilities. In NER, history can be viewed 

as all infonnation derivable from the training corpus relative to the 

current token Wj. The computation of p(olh) depends on a set of 
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features, which are helpful in making predictions regarding to the 

output. Given a set of features and a training corpus, the MaxEnt 

produces a model in which every feature fi has a weight ai. It can 

compute the conditional probability as [28]. 

p ( o I h) = 1 IT a tf; {h,o) 

z (h) i 

Z(h) =LIT a;•(h,o) 

0 

(1) 

(2) 

The probability is given by multiplying the weights of active features. The weight ai 

is estimated by a procedure called Generalized Iterative Scaling (GIS) [29]. This 

method iteratively improves the estimation of weights. The MaxEnt technique 

guarantees that, for every feature fi , the expected value equals the empirical 

expectation in the training corpus. For the development of NER system, Java based 

MaxEnt toolkit [52] is freely available on internet. It gives the probability values of a 

word belonging to each class. That is, given a sequence of words, the probability of 

each class is obtained for each word. To find the most probable tag corresponding to 

each word of a sequence, we can choose the tag having the highest class conditional 

probability value. Sometimes this method results in inadmissible assignment for tags 

belonging to the sequences that never happen. To eliminate these inadmissible 

sequences, beam search algorithm can be used. This algorithm finds the most 

probable tag sequence from the class conditional probability values. 

Advantages: A Maximum Entropy approach is a random process; it makes the distribution 

satisfy a given set of constraints, and making as few assumptions as possible. The constraints 

are specified as real-valued feature functions over the data points. 

Disadvantages: The distribution of dataset should be as uniform as possible, which IS 

difficult to achieve for free text dataset. 
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MEMM can be constructed using ME concepts. After the MaxEnt walkthrough, A MEMM 

consists of lol conditional ME models po'(oih) = p(olh,o'), one for each o'. The model po'(olh) 

estimates the probability of appearance of the label o immediately after the label o' in the 

context h. The probability of a whole label sequence o = o1 o2 o3 ...... Om, given the sentence h 

= h1 h2 h3 ............. hm, is the product 

m-1 

P( o l.h) = P0 (o 1 lht}flp; (ot+t,ht+J 
i=l 

The best tagging can be found using Dynamic Programming similar to Vitterbi algorithm. 

The model p0 ( olh) used at the beginning of a sentence is separate. 

Advantages: It solves the problem of multiple feature representation and long term 

dependency issue faced by HMM. Generally, it has increased recall and greater issue 

faced by HMM. 

Disadvantages: It has Label Bias Problem. The probability transition leaving any 

given state must sum to one. So it is biased towards states with lower outgoing 

transitions. The state with single outgoing state transition will ignore all observations. 

To handle the Label Bias problem, the state-transition structure can be changed or it 

can start with fully connected model and let the training procedure decide a good 

structure. 

* Conditional Random Field (CRF): It is a type of discriminative probabilistic 

model. It has all the advantages of MEMMs without the label bias problem. CRFs 

[22] are undirected graphical models (also known as random field) which is used to 

calculate the conditional probability of values on assigned output nodes given the 

values assigned to other assigned input nodes. A special case of CRF Lafferty et 

al.(2001) [22], correspond to conditionally-trained probabilistic finite state automata. 

Unlike English, for which the authors know many helpful lexical structures such as 
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capitalization patterns and word suffixes, the authors knew almost nothing about 

Hindi. However, given CRFs' tremendous freedom to include arbitrary features, and 

the ability of feature induction to automatically construct the most useful feature 

combinations, users of CRFs can simple provide a large menu of lexical feature tests 

consisting of anything they imagine might possibly be useful, and then let the training 

procedure automatically perform the feature engineering. The conditional probability 

of a state sequence s = (sl, s2, ... sT) given an observation sequence o = 

(ol, o2, ... oT) is calculated. 

where fk (St-1. St. o, t) is a feature function whose weight >-.k is to be learned via 

training. Feature functions could ask arbitrary questions about the two consecutive 

states, any part of the observation sequence and the current position. Their values 

may range between -1 to + 1, but typically they are binary. To make all conditional 

probabilities sum up to 1, calculation of normalization factor Zo is must. 

Advantages: It is a simple, customizable and use open source implementation. It has 

generally increased recall and greater precision then HMM. It has MEMs without the 

label bias problem. Unlike ME, CRF does not require careful feature selection in 

order to avoid overfitting. It has Freedom to include arbitrary features and also the 

ability of feature induction to automatically construct the most useful feature 

combinations. Conjunction of features (e.g., a conjunction feature might ask if the 

current word is in the person name list and then extword is an action verb 

'~'(told)). It is very good to handle different types of data. 

Disadvantages: It is Infeasible to incorporate all possible conjunction features due to 

overflow of memory. It is also a Language dependent methodology. 
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* Support Vector Machine (SVM): Support Vector Machines (SVMs), first 

introduced by Vapnik [23], is a famous supervised ML approach. SVMs are well-known 

for their good generalization performance and have been applied to many pattern 

recognition problems. In the field of NLP, SVMs are applied to text categorization, and 

are reported to have achieved high accuracy without falling into over-fitting even though 

with a large number of words taken as the features [31]. To solve a classification task by 

SVM, the task involves with training and testing data, which consists of some data 

instances. Each instance in the training set contains one "target value" (class labels, 

where class label 1 for positive and class label -1 for negative target value and several 

"attributes" (features). The goal of a supervised SVM classifier method is to produce a 

model which predicts target value of the attributes. For each SVM, there are two data set 

namely, training and testing, where the SVM used the training set to make a classifier 

model and classify testing data set based on this model with use of their features [15]. 

The TinySVM- 0.07 [54] classifier is the best, optimized toolkit among publicly 

available SVM toolkits. 

Advantages: The SVM is good with the same kind of data. The SVMs have 

advantage over conventional statistical learning algorithms, from the following two 

aspects: 

I) SVMs have high generalization performance independent of dimension of feature 

vectors. Conventional algorithms require careful feature selection, which is usually 

optimized heuristically, to avoid overfitting. So, i~ can more effectively handle the 

diverse, overlapping and morphologically complex Indian languages. 

2) By introducing the Kernel function, SVMs can carry out their learning with all 

combinations of given non-linear features without increasing computational 

complexity. 

3) It gives the best results where the data set is few, and with extended algorithms it can 

be used in multiclass problems. 
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Disadvantages: SVM Predict the classes depending upon the labeled word examples 

only. It cannot handle the NEs outside tokens. Predict the NEs based on feature 

information of words collected in a predefined window size only [23] [32]. 

* Decision Tree (DT): DT is a powerful and popular tool for classification and 

prediction [24]. Decision Tree is a classifier in the form of a tree structure where each 

node is either a leaf node-indicates the value of the target attributes(class) of 

expressions, or a decision node that specifies some text to be carried out on a single 

attribute value with one branch and sub-tree for each possible outcome of the text. It 

is an inductive approach to acquire knowledge on classification. The attractiveness of 

DT is due to the fact that in contrast to neural network, it presents rules. Rules can 

readily be expressed so that human can understand them or even directly use them in 

a database access language like SQL so that records failing into a particular category 

may be tree. The decision tree rebuilds the manual categorization of training 

documents by constructing well-defined true/false-queries in the fonn of a tree 

structure. In a decision tree structure, leaves represent the corresponding category of 

documents and branches represent conjunctions of features that lead to those 

categories. The well organized decision tree can easily classify a document by putting 

it in the root node of the tree and let it run through the query structure until it reaches 

a certain leaf, which represents the goal for the classification of the document (As 

shown in figure 3). 

E 
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Figure 3: Decision Tree 

Advantages: The decision tree classification method is outstanding with several advantages. 

The main advantage of decision tree is its simplicity in understanding and interpreting, even 

for non-expert users. Besides, the explanation of a given result can be easily replicated by 

using simple mathematics algorithms, and provide a consolidated view of the classification 

logic, which is a useful information for NE identifications. 

Disadvantages: The major risk of implementing a decision tree is it over fits the training 

data with the occurrence of an alternative tree that categorizes the training data worse but 

would categorize the documents to be categorized better [ 46]. This is due to the classification 

algorithm of decision tree is made to categorize training data effectively, however neglect the 

performance of classifying other documents. Besides, huge and excessively complex 

structure of tree is built from a dataset with very large number of entries. 

2.2.1 Unsupervised ML technique 

Unsupervised learning is closely related to the problem of density estimation in statistics. 

However unsupervised learning also encompasses many other techniques that seek to 

summarize and explain key features of the data. Many methods employed in unsupervised 

learning are based on data mining methods used to preprocess data. On the basis of our 

survey, we can divide the unsupervised ML approaches in below categories: 

* clustering 

* Context Pattern extraction method 

* Clustering: It organizes data instances into similarity groups, called clusters such that 

the data instances in the same cluster are similar to each other and data instances in 

different clusters are very different from each other [47]. There are a list of method 

available like k-means, mixture models, k-nearest neighbors, hierarchical clustering. 
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* Context Pattern extraction method: It is an unsupervised information extraction 

dispenses with hand-tagged training data. Because unsupervised extraction systems do 

not require human intervention, they can recursively discover new relations, attributes, 

and instances in a fully automated, scalable manner. This method is also a part of pattern 

recognition because it extracts the patterns from the raw corpus in some specific context. 

It is a very strong methodology for feature extraction and it doesn't need human 

intervention. 

2.3 Hybrid Approach 

Apart from handcrafted and machine learning approaches, NER also make use of the Hybrid 

model [33] which combines the strongest point from both the Rule based and statistical 

methods. This method is particularly used when complex Named Entities (NE) classes are 

used. Here, In Hybrid approach several Machine Learning and rule based system are 

combined together for more accuracy to identify the NEs in Hindi NER system. Some 

example ofHybrid systems are: 

2.3.1 HMM approach and Rule Based approach 

2.3.2 CRF approach and Rule Based approach 

2.3.3 MEMM approach and Rule Based approach 

2.2.4 SVM approach and Rule Based approach 

There is some NER system in English which measures high value f- measure. These are: 

* MAX.Ent +Rule : Borthwick(l999)- 92% f-measure [20] 

* MAXEnt +Rule: Endinburgh t.Jniv.- 93.39% f-measure[15] 

* MAXEnt + HMM + Rule : Srihrui et al.(2000)- 93.5% f-measure [26] 
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2.4 Prior Work in Named Entity Recognition 

This part includes the survey of existing work on Indian Language Hindi inNER. Named 

entity recognition is a classification problem which requires features of word at least in case 

ofHindi for proper identification ofNEs. There are broadly two main approaches toNER are 

Linguistic approach and Machine Learning based approach. 

There are several rule-based NER system, containing mainly lexicalized grammar, gazetteer 

lists and list of trigger words, which are capable of providing F-value of 88-92 for 

English.[ 4](5][6]. 

To overcome from the disadvantages of rule-based techniques Machine Learning based 

approach has been introduced. Machine Learning methods such as Hidden Markov Model 

(HMM) [19], Maximum Entropy (ME) [20], Maximum Entropy Markov Model (MEMM)[ 

21], Conditional Random Field (CRF) [22], Support Vector Machine (SVM) [23] and 

Decision Tree (DT) [24] are the mostly used approaches. Apart from these two approaches, 

NER also make use of the Hybrid model[33] which combines the strongest point from both 

the Rule based and statistical methods. This method is particularly used when data is less and 

complex Named Entities (NE) classes are used. Sirhari et.al [26] introduce another Hybrid 

system by combination of HMM, ME and handcrafted grammatical rules to build an NER 

system and achieved F-value of93.5. 

Li and McCallum(2003) developed the Hindi NER using CRF with feature induction. They 

discover relevant features by providing a large array of lexical test and also used the feature 

induction to construct the features that increases the conditional likelihood. The Combination 

of Gaussian prior and early-stopping based on the results of 10-fold cross validation is used 

to reduce over fitting. The highest test set accuracy of their system, is the F-value of 71.50 

[33]. 
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Saha et.al(2008) describes the development ofNER using ME approach for Hindi Language. 

The training data consists 234 k words, which is collected from the newspaper "Dainik 

Jagaran" and is tagged manually with 17 classes including one class for not name which 

consists of 16,482 NEs. The paper also shows the development of a module for semi­

automatic learning of context pattern. The system was evaluated using a blind test corpus of 

25K words having 4 classes and achieved the F-value of 81.52 [35]. 

Goyal (2008) build a NER for Hindi using CRF. This method was evaluated on test setl and 

test set 2 and attains a maximum F1-value around 49.2% and nested F1-value around 50.1% 

for test setl maximum F1-value around 44.97% and nested F1-value around 43.70% for test 

set2 and F-value of 58.85% on development set [36]. 

Saha et.al (2008) has identified relevant features for Hindi NER task that have been used to 

develop an ME based NER system for Hindi. Two-phase transliteration methodology was 

used. In this transliteration techniques the English lists was useful for the Hindi NER task. 

The system showed a considerable performance after using the transliteration based gazetteer 

lists. This transliteration approach is also applied to Bengali besides Hindi NER task and is 

found to be effective. The highest F-value achieved by ME based system is 75.89% which is 

then raised 81.2% by using the transliteration based gazetteer list [3 7]. 

Gupta and Arora (2009) describe the observation made from the experiment conducted on 

CRF model for developing Hindi NER. It shows some features which makes the 

development of NER system complex. It also describes the different approaches for NER. 

The data used for the training of the model was taken from Tourism domain and it is 

manually tagged in lOB format [38]. 

In the field of IR, patterns play an important role in identifying relevant p1eces of 

information. Soderland et al.(l995)[39], Rill of and Jones(1999)[ 40], Lin et a1.(2003)[25], 

Downey et al.(2004)[41], Etzioni et a1.(2005)[42] described different approaches for context 
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pattern extraction. Talukder et al. (2006) [43] combined grammatical and statistical 

techniques to create high accuracy patterns specific for NEs extraction. An approach to 

lexical pattern learning for Indian languages is described by Ekbal and Bandopadhyay (2007) 

[44]. They used seed data and annotated corpus to find patterns for NER. These context 

pattern based method is easy to use, can be use to generate a large gazetteer and work very 

efficiently for domain specific corpus. 

2.5 Conclusion 

In this Chapter, we briefly reviewed different approaches for Named Entity Recognition 

system and also have a look on the literature survey for the NER task, till so far in Hindi 

Language. The existing methods and models have tried to improve precision in recognition 

module and portability in recognition domain. As mentioned earlier, one of the most 

important problems and difficulties in NER is to change and switch data domain to new 

domain and that is called portability. In next chapter we will introduce our proposed 

methodology, where we have tried to reduce the portability issues with the help of suitable 

framework for domain specific corpus. 
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Chapter 3 

Proposed Work: NER using Context Pattern 

NER is an important component for many Natural Language Processing (NLP) applications 

like Information Extraction, Question Answering, and Machine Translation, Automatic Text 

summarization, indexing for information retrieval, Document classification and Natural 

Language Understanding. The scope of this work is to study in detail, the problems and 

challenges in developing NER in Hindi, study and compare approaches for extracting named 

entity and implement a context based NER in Hindi. 

3.1 Challenges in Hindi NER 

While significant amount of work has been done in English NER, with a good level of 

accuracy, work in Indian languages like Hindi has started to appear only very recently. Since 

the research in Hindi NER is still in preliminary level, it is very difficult to design and 

implement a full fledge NER in Hindi. In this work we suggest and develop an approach for 

identifying named entities using the context pattern. During this whole research we faced two 

major challenges: Challenges faced due to the properties/features of the Hindi language and 

Challenges due to the scarcity of proper resources. 

3.1.1 Challenges faced due to the properties/features of the Hindi language 

Following challenges occur due to the properties/features of the Hindi Language: 

Capital letter indicator is missing: Capitalization is a maJor clue for most European 

Language. There is no concept of capitalization in Hindi language unlike English and other 

European languages where leading characters of names plays an important role in identifying 

NE's, either directly or indirectly [36]. 
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* Brahmi Script: It has high phonetic characteristic which is difficult to utilize by NER 

system. 

* Number of frequently use words (common nouns) which can also be used as proper 

names are very large. Also, common noun which used frequently against proper name is 

more or less unpredictable. 

* Morpheme Boundary is difficult to detect: Hindi language is morphologically rich in 

nature and highly inflectional, which create difficulties to identify the NE's. 

* Place names are frequently homographic with common words or with person names, 

presence of a number of exonyms (foreign language equivalences), endonyms (local 

variants) and historical variants for many place names etc. 

* Lack of standardization and spelling. 

* Free word order language : ~ <=ic;)<>lCh{ ~ ~ tnt or ~ <=ic;)<>lCh{ tnt~ ~ I 

Following examples clarify above issues more or less. Also, these examples show the 

difficulties and challenges due to the ambiguity in Hindi Language: 

1. Common noun V s proper noun- Sometimes, Common noun occurs as a person name 

such as "3fltfiT~f' which means sky, which is creating ambiguities between common 

noun and proper noun. 

2. Variation ofNEs: ~ ~ ~. ~ ~. Cfl. ~ ~. Cf1. fit.~.~ .... 

"~~~"is the person name but it can be found in various fonns in text 

documents. 

3. Person name V s Organization - "Jt (!>I ,Jt I ~" used as a person name as well as an 

organization that creates ambiguity between proper noun and group indicative noun. 

Jt(!>I,Jtl ~ ll1T«1 $ fCrcrr ~I(Person name) 

~ ~ Jt(!>I,Jtl ~ ~ Jt ~oooof- 'H(!>li~JI ~~fr eft I (Organization) 
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3. Location name Vs Organization-"~' (India) which act both as a location and 

organization. 

fcrJU' cpq-~o~~ c); ~ ~ ~ ~ ~ !(Location) 

~ ~-~o~~ CfiT fcrJU' ~·f'tll!C1 ~ !(Organization) 

3. Person name Vs Location name- The word "d'jcrrr' is usually used as a person name 

and also as the name of a river i.e. as a location name. 

crT<m ~ ~fi<;r ~I (person name) 

crT<m c); fcncnt ~ 6J5T ~~!(Location name i.e. River name) 

6. Person vs. Adverb: "'fi"a:rcT" occurs as a name of a person and sometimes it is used in 

sentence as adverb, which means "possible". In the case of adverb it is well known 

that "'fi":m:T'' cannot be a NE. 

'ffa:rcr dJffi 3ffi7f ~ 3n'4i (Person name) 

~ cmcR' ~ 'ffa:rcr C'ltfl (Adverb) 

7. Organization vs. Noun: Here, "~" word shows its uses m the fonn of 

organization as well as noun. 

~ ~ CfiT "QCP ~ ..... (Organization) 

<"1 Jll!<i m ~ c); m -;tf ~ C'1tf <TT"m (Noun) 

8. Location vs. Verb: "d'Tlll'' is a verb, which means "gone" and also it is a place name. 

<TT"m ~ <H t' k-<H I ~ q:;)' 'dliTC'1" 'IJT"H s3IT (Location) 

"1 a=fl C\ l_!{ CJT"m 2IT (Verb) 
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3.1.2 Challenges due to the scarcity of proper resources 

Following problems were faced due to the unavailability of proper resources: 

* Limited availability of Unicode data (specially in Hindi) 

* Scarcity of lexical resources: Unavailability of resources such as large 

gazetteer, Parts of speech (POS) tagger, good morphological analyzer etc. 

There is lacking in standardization, spelling of data also. Name lists are 

available in web which is in English but there is no list of names in Hindi 

language is available on web. 

* Lack of labeled data 

* Scarcity of Data mining and Machine Learning tools. 

Apart from these challenges and difficulties, Hindi Language has some features also, which 

can help to identify NEs. We will discuss it in next section. 

3.2 Features of Hindi NER Task 

A text document and words in the documents are aE;sociated with some specific features. 

These features can be independent of the language or language dependent. In order to 

identify NEs, proper selection of features is very important. Some of the features that can be 

used for NER are listed below: 

* Surrounding Words: Surrounding words are very important to recognize the NEs. As a 

feature, previous and next words of a particular word are used. The previous m words ( Wi. 

m···Wi-1] of a particular word (can say it a placeholder) and next n words (wi+I···Wi+n] of 

the same particular word (placeholder) can be treated depending on the training data size, 

total number of candidate features etc. During experiment different combinations of 

previous three words to next three words are used as features. These features are. 

multivalued. For a particular word Wi , its previous word Wi-l can be any word in the 

vocabulary, which makes the feature space very high. Such high-dimensional features do 

not work well if amount of training data is not sufficient. 
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* Binary Word Feature: The binary feature is used to modify the multi-valued feature to 

reduce the feature space. Class specific lists are compiled taking the frequent words 

present in a particular position. For example, for the previous word of the "person name" 

class, frequent words are collected in "Previous Person" list. Such lists are compiled for 

each class and each position (previous m to next n). Now "C" binary features replace the 

word feature for a particular position, where "C" is the number of classes. The word in a 

particular position is checked that whether it is in the corresponding position list for 

specific class or not. List of words can be prepared, which has high frequency in a 

particular position corresponding to a class. 

* Context Lists: Context words are defined as the frequent words present in a word 

window for a particular class. The idea of binary word feature is used to define the class 

context features. In our experiment we have listed all the frequent words present 

anywhere in context window [wi_3 Wj_2 Wi-1 w Wi+l Wi+2Wi+3] for a particular class. "w" is 

the placeholder word. Then this list is manually edited to prepare the context word list 

for a class. For example, location context list contains Us (road), ~~(shahar), 

~(garb),~ (capital),~ (located in),~ (going to), fctm(vihar), ~(bad), 

~~T(pradesh), t~T(desh), ~(pur), ~(puram), c:r<JT{(nagar) etc. The feature is defined 

as, for a word wi, if any of its surrounding words [wi_3 wi-2 wi-l w Wi+l Wi+2Wi+3] (we set 

the window size as 7) is in a class context list then the corresponding class context 

feature is 1. 

* Named Entity Tags of the Previous Words: Named entity (NE) tags of the previous 

words [wi-m···Wi-l] are used as feature. This feature is dynamic and the value of the 

feature for Wi is available after obtaining the NE tag ofwi-l· 

* First Word: If the word is the first word of a particular sentence, then this feature is set 

to 1. Otherwise, it is set to 0. 
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* Containing Digit: If a word contains digit( s) then the binary feature is set to 1. 

* Numerical Word: If a word is a numerical word, i.e. it is a word denoting a number 

(e.g.~ (seven), 3ITO (eight), c:ft (nine) etc.) then the binary feature is set to 1. 

* Made up of 4 Digits : If, in a word all the characters are digits and having only 4 digits 

in it, then the feature "fourDigit" is set to 1. This feature is helpful for identifying year. 

A little modification of the feature might give better result. As in our development, we 

are working in cricket domain; the years are limited to 1800-2100 in most cases (first 

cricket match held in 1844). Then we have modified the feature as if it is a four-digit 

word and its value is between 1800 and 2100 then the feature value is 1. 

* Word Suffix: Suffix information is very useful to identify the named entities. This 

feature can be used in two ways. The first one is that a fixed length word suffix of 

current and surrounding words and another is variable length word suffix. During 

evaluation, it was observed that this feature is useful and able to increase the accuracy by 

a considerable amount. Still, better approach is to use suffix based binary feature. 

Variable length suffixes of a word can be matched with predefined lists of useful 

suffixes for different classes of NEs. For location name, Suffix list is very useful since 

most of the location names in India end with a specific list of suffixes. Suffix list of 

locations contains 116 suffixes like Us (road), ~(garh), ~(vihar), m?;(bad}, 

Q"?;~T(pradesh), ~~T( desh), ":F(pur), ~(puram), G=fcJR(nagar), m (ganj) etc. 

* Word Prefix: Prefix information of a word is also very useful. A fixed length word 

prefix of current and surrounding words can be treated as feature. 

* Parts-of-Speech (POS) Information: The POS of the current word and the surrounding 

words are important to recognize named entities like ~ ~ is a pattern where "~' 
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generally comes with the entities name. There is very few number of POS tagger is 

available for Hindi Language and it is also not available easily. There is a coarse-grained 

POS tagger, which have only three tags - nominal, postpositional (PSP) and others. 

These coarse grained POS values of current and surrounding tokens are helpful for name 

recognition. Some binary features can be defined using the POS information. 

* Root Information of Word: Indian languages are morphologically rich. Words are 

inflected in various forms depending on its number, person, case, tense etc. Identification 

of NEs becomes difficult due to these inflections. The task becomes easier if instead of 

checking the inflected words, corresponding root words could be checked whether these 

are NE or not [ 13]. 

3.3 Context Pattern and its Role in NE extraction 

Our work is focused towards extracting named entity by identifying good context patterns. 

Our context pattern based methodology has been tested for domain specific corpus. This 

method is simple to use, does not require labeled example, for certain domains it may give 

good result and it can be used as a starting point for collecting NE for gazetteer preparation. 

3.3.1 Context Pattern 

A pattern is an arrangement or sequence regularly found in comparable objects or events. A 

context pattern is a pattern enclosing certain context. In our case, the context is determined 

by the seed 1 entity. 

" Context Pattern is a non local form of patterns, which allows the matching of sub terms 

without fixed distance from the root of the whole term " [ 45]. 

1 Root word for specific context. like~~~~~ is the person name in context of named entity. 
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Typical application of context patterns are functions which search a data structure and 

possibly transform it, especially functions which operate on programs as data objects. This 

concept can easily be adopted for any languages using pattern matching [45]. For Example, 

"SEED ~ ~ cfW• pattern is an example of good pattern, where SEED indicate the root 

word. Here root word denotes a person name in context of NE. This pattern can extract 

names of the persons; those are coming before set of words "~ ~ cfi'r" in any set of 

documents. 

3.3.2 Problem Formulation 

This subsection formally introduces the problem of extracting named entities using context 

patterns. In our approach, after data collection and preprocessing of data, we start with 

identifying the NEs set to be extracted such as person name, place name, organization, date 

and time. For each NE set, some seed2 entities are identified. 

Seed Entities : Seeds are actually named entities, which manually identified at the 

beginning. These seed entity are expected to provide good pattern, which can be helpful in 

extracting new named entities of that type. With the help of seed entity all possible context 

string are generated. 

Context String: Context string is a non local fonn of patterns, which encloses some specific 

root tenn (root terms are seed entities). In the place of root tenn, a placeholder string is used. 

Wi-m ..... Wi-2 Wi-1 p Wi+l Wi+2 ...... Wi+n 

In above context string example, "p" represent the placeholder. 

Once context strings are identified, these strings can be used for extracting new NEs. This 

string allows us to extract new entities by searching context string in the corpus, where 

placeholders are the candidates for new entities. 

2 Named Entity, which is manually identified at the beginning of the experiments. 
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Context Pattern/ Good Context String: By analyzing the results returned from the context 

string, good context patterns is identified by using the evaluation metrics of IE i.e. precision 

and recall. Finally, only good patterns are retained. It is expected that these patterns can 

extract NE with high accuracy. 

Evaluation Measures: In the field of information extraction, there are several types of 

accuracy measurements for evaluating the performance of the system. The most widely 

measurements are Precision, Recall, and F-measures; each one holds a specific 

characteristics. These measurements for information extraction define a correspondence 

between the extracted items and facts within the documents. 

Precision: 

It answers the question that, for every item in the extracted outcomes, if there 

is a corresponding fact in the documents. 

Precision/ Accuracy= A/ (A+B) 

Where A= number of extracted items matching the facts 

B= number of wrong extracted items 

Recall: 

Recall corresponds to question that, for every fact m the documents, if there IS a 

corresponding item shown in extracted outcomes. 
r-------------------------------. 

Recall/Coverage = A/ (A+C} 

Where A is the same as above 

C=number C:f facts failing to be extracted 

F-measure: 
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Low recall can be fixed by increasing the redundancy of the corpus, and low precision 

can be improved by adding more constraints in the system processing loop. If someone is 

interested in taking care of both recall and precision, F-measure can be used: 

F-measure= ((1+132
) (Precision* Recall))/ (132 * Precision +Recall) 

F-measure= 2*P*R/ (P+R) 

Where P=precision, R=recall-rate 

13= 1 (Here value of ~ is taken as 1) 

On the basis of recall, precision, F-measure algorithm 4 is used to find the best/good 

patterns from the list of context strings. 

Overall approach of the problem is based on extracting NEs using context patterns. The 

problem requires a text corpus and entity sets to be identified. For each entity set some seed 

entities are identified. These seed entities are used to extract context strings, which are 

refined to provide good context patterns for extracting NEs. Finally, these patterns are used 

for identifying named entities. Overall approach of the proposed work is discussed in next 

section. 

3.4 Proposed Work 

The whole work process of our proposed Hindi-NER system is discussed as follows. In this 

work process data (text data corpus) is collected and then preprocessed the documents. After 

the preprocessing an index file needs to be generate. Entity set is identified for each category 

ofNE to be extracted. For each entity set seed entities are selected. The Inverted index file is 

constructed for seed entities. This index file helps to reduce the search space of seed entity in 

the text documents. For each seed, context string is extracted from the set of text documents, 

with the help of algorithm2. Using algoritlun3 good context strings/context patterns are 

extracted. 
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Algorithm for NER System using Context Pattern Extraction method 

1. Collect and preprocess the text documents. 

2. Generate the Index file 

3. Identify entity set to be extracted from text documents. 

4. Identify seed entities for each set. 

5. For each entity set, perform steps 6 to 8 

6. Use the context String Extraction Algorithm 2 to extract the pattern. 

7. Extract NEs with the help ofNEs extraction Algorithm 3. 

8. Find good patterns with the help of"Good Pattern Selection Module" (Algorithm4). 

Algorithm 1: Proposed Hindi-NER system's steps using context pattern 

The implementation of this algorithm is explained in chapter 4. 

NEs Extraction using Context string: Context strings are helpful for identifying NEs. As 

manual identification of context strings takes much manual labor and linguistic knowledge, 

we have developed a module for semi-automatically learning of context string. The summary 

of the context string learning module is given follows: 
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1. E ->Entity set, S-> SEED Entities for each class (obtained from algorithm!) 

2. For each seeds € S, do following 

2.1 From the corpus find context strings (C -> collection of context strings) 

comprised of a placeholder e (sis used as e here) for the class instance, m tokens 

before e and n tokens after e [We have used m=3, n = 3]. This set of tokens form 

initial pattern. 

Wi-m ..... Wi-2 Wi-1 e Wj+J Wi+2 .... Wi+n 

a) When m=O, then Suffix Pattern is extracted. 

e Wj+1 Wi+2 ...... Wi+n (where n>=l) 

b) When n=O, then Prefix Pattern is extracted. 

Wi-m .... Wi-2 Wi-1 e (where m>= 1) 

3. Return C, collection of context String along with seed entities. 

Algorithm 2: Context String Extraction Algorithm 

"NE extraction algorithm 3" takes the context strings as an input that comes from 

the algorithm 2, with the help of these patterns/strings, words/token is extracted. The "NE 

extraction algorithm 3" is used to extract the NEs from a domain specific corpus. Good 

patterns are retained and can be used for further processing. 

1. For each context string (found in algorithm 2), search the pattern in whole corpus. 

and extract the words/tokens, which are represented by placeholders. 

2. From the list of words/tokens found in stepl, identify the NEs using predefined 

list. 

Algorithm 3: NE Extraction Algorithm 
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Good pattern extraction using Context string and NEs : The "NB extraction 

algorithm 3" is used to extract the NBs from a domain specific corpus. These NBs are added 

to the gazetteer and can be used for further processing. The context patterns or good context 

strings are extracted from using precision, recall and f-measures as discuss earlier in previous 

section 3.4.The algorithm4 calculates the precision, recall and f-measures and on the basis of 

good precision ,recall and f-measure value it returns the list of the good context strings. 

These context strings can be used for further processing and extracting of NEs from the same 

type of domain. 

1. Find the coverage and precision/accu'racy of context strings. The performance of the 

system has been evaluated in terms of the standard recall, precision and f-score 

parameters. 

2. Discard the patterns/strings containing low precision. 

3.Generalize the patterns by dropping one or more tokens to increase coverage. 

If a subset of a pattern is giving better result, then pattern is dropped and subset- pattern 

is used as a good pattern i.e. Selection of those patterns has to be done for which no 

subset of those is a good pattern. This generalization can also done on the basis of good 

prefixes and suffixes. 

4. Find best patterns having good accuracy/precision and coverage. 

Algorithm 4: Good Pattern Extraction Algorithm 

3.5Architecture of The Proposed System 

This section presents the architecture of "context pattern extraction methodology" for extracting 

. the named entities (NEs). This method seeks the high precision context strings by using some 

seed entities and finds the patterns to the raw corpus and collects the NEs [ 40]. As manual 

identification of context patterns takes much manual labor and linguistic knowledge, automatic 

or semi-automatic modules need to be developed for learning of context pattern. The modules of 

the proposed architecture are shown in figure 4. 

37 



Proposed Work and Challenges 

,--- l -

Text 

I I I I - Documents Index File Seed Entity 

'--- I -

Preprocessing Module Inverted Index Generation System 

List the file names which contain seed 

Unicode Data l l 
Context String Extraction System 

New Seed Enti ties 

l 
Token Extraction Module 

- -
Tokens can be NEs or Non-NEs words 

Good Pattern Selection Module Named Entities Extraction Module <E--
Based on good precision and recall Collect all new NEs in a document 

Discard Non- NEs tokens l 
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The "World Wide Web" is the big source of information for dataset. The "n" numbers of text 

documents are collected from the "World Wide Web Sources". These "Text Documents" 

contain the Unicode text files. For each entity set, SEED entity is identified and "Index File" 

will be generated. The "Text Documents" is preprocessed through the "Preprocessed Module". 

Then, "Inverted Index Generation System" takes processed "Text Documents", "Index File" file 

and "SEED" as an input and generates the list of filenames which contain SEED entities. 

"Inverted Index Generation System" is used to reduce the search space in the whole raw corpus. 

"Context string Extraction System" takes the processed "Text Documents" (Unicode data), 

Inverted Index file (generated from the "Inverted Index Generation System") and "SEED" as an 

input and generates the Pattern list. These pattern lists contain good patterns, best patterns and 

few bad patterns also. "Token Extraction Module" takes the processed "Text Documents" 

(Unicode data), context string lists (collected from the "Context string Extraction System") as 

an input and extract the words/tokens that can be NEs. Then, "Named Entities Extraction 

Module" will select the named entities. "Good Pattern Selection Module" is proposed to extract 

the good pattern on the basis of recall and precision. These measures are discussed in detail in 

section 3.5. To generalize the system few new identified NEs can be used as seed and the 

process can be repeated iteratively. The implementation detail of this system is given in the next 

chapter "chapter 4". 

3.6 Conclusion 

This chapter presented the proposed work, which is based on extracting named entities by 

identifying good context patterns. We do not claim that it is a full proof methodology or very 

efficient. However, this approach is simple to use, does not require labeled example, for 

certain domains it may give good result and can be used as a starting point for collecting NE 

for gazetteer preparation. The following chapter 4 will show the implementation details of 

this methodology. 
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Experiments & Result 

Chapter 4 

Experiments & Result 

Objectives: To extract the named entities with the help of semi-automatic NER system in 

Hindi using context pattern extraction method. 

The Experiments is divided into two parts: 

1. Context String Extraction (First experiments) 

2. NEs Extraction (Second experiments) 

Input 

1. The experiment has been performed on text documents from a specific domain. 

Domain Selected: Cricket Domain. 

2. Text files for specified domain, one collected "Dainik Jagarn". Total number of text 

files is 609. 

3. Select named entity set E corresponding to which entities are to be extracted. Entity 

sets has defined for each category i.e. ENAMEX, NUMEX, TIMEX category. Refer 

to Appendix A. 

Table 1: List of the NBs set 

Category Entity Set 

Person name, 
Location name, 

ENAMEX Organization name, 
Team name 

Number of runs, 
NUMEX Number of wickets 

TIMEX Year, Time 
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4. Selection of Seed Entity: For each NE sets of ENAMEX, NUMEX and TIMEX 

category, seed values are identified manually (listed in Appendix A). For example, 

EAMEX contain Person name, Location name, Organization name, Team name as the 

NE set. Person name NE set takes 3 seed entities"~ ~<;<>tCfl't, ft$1 mfbr, <Jj~ 

~'. Some of the NEs set do not required the seed entity like "Year". These 

NEs set uses the regular expression to extract the NEs. The below table shows the list 

of seed which has been taken as input for the experiment. 

Table 2: List of the seed entities with their NEs set 

Entity Set Seed NEs 

·Person name ~ ~<;<>tCfl't, ft$1 mfbr, <Jj~ ~ 

Location name ~. c:JI;JI!j't, ~~le>1')l 

Organization name 4')m')1 ~\ ~~ ~~ ~~~. Jll ~~')m~ 

Team name ~' Jllf~~<:JI, ~j;J(qj~~T 

Number of runs No Seed 
Number of wickets No Seed 
Year No Seed 
Time No Seed 

Output 

As we discussed in the algorithm 1 that this whole experiment can divided into the two 

parts. First experiment for context string extraction and second is for NEs Extraction. The 

corresponding input and output is shown in table3 for each algorithm discussed in chapter 

3. 
Table 3: Output of the corresponding algorithm 

Input Algorithm number Output 

Text Documents, Seeds Algorithm 2 List of Context String 

List of Context String Algorithm 3 List ofNEs 

List of Context String, List ofNEs Algorithm 4 Good context Patterns 
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Steps 

Steps for the implementation of the NER usmg context pattern extraction based 

methodology, has been discussed already in algorithm! in chapter3~ The software's and 

packages use to implement these steps are listed in Appendix D & Appendix G. 

4.1 Design and Implementation of Experiments 

We divided our experiments on the basis of Architecture and Algorithm 1 discussed in 

chapter3. In this chapter all the implementation and experiments details will be focused for 

the development of semi-automatic NER system in Hindi. The details of materials and 

methods used during the implementation of this NER system are listed in Appendix G. Here, 

we are going to discuss the implementation of context pattern extraction methodology to 

extract the good pattern and named entities for Hindi language. Steps are as follows: 

I. Data Collection and Preprocessing 

II. NEs set selection and identify seed entities for each set 

III. Context String Extraction 

IV. NEs Extraction 

V. Good Patterns selection 

I. Data Collection and Preprocessing: Our first requirement for analysis was a 

domain based corpus in Hindi. Cricket was chosen to be the domain for our 

purpose and relevant sports news were downloaded from popular Hindi 

newspaper "Dainik Jagaran" websites covering infonnation about various 

matches played during year 201l{till April). The downloaded news were saved in 

text format in different files which formed our corpus 1• For testing of our 

approach we have collected 192 text files, called testing data2
• Our cricket domain 

corpus contains total 609 text file in unicode format, which contains about 1.5 

lakhs words. Java API URLDataReader.java has been used to extract the data 

1 Collection of text documents with unicode data. 
2 Dataset which is used for testing of the applied methodology. 
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from the "Dainik Jagran" website. Then Preprocessing.java API is used to 

preprocess the raw corpus data by removing all the stop words listed in Appendix 

B and also, remove the duplicate words from the text file. These APis are listed in 

listed in Appendix D. We have also worked on preparing the lists of cricket 

p!ayers name, list of team names which participated in the match played the year 

2011 and organization name. This exhaustive task were use to identify NEs as a 

benchmark to identify the accuracy of the extracted NEs. 

II. NEs set selection and identify seed entities for each set: The steps for the 

implementation of the NER system in Hindi has been discussed in details in 

algorithml. Firstly, we identify the four entity sets to identify from the corpus we 

have collected. These NE sets are for ENAMEX, NUMEX and TIMEX category 

is listed in Appendix A. For example, ENAMEX contain Person name, Location 

name, Organization name, Team name as the NE set. Person name NE set 

contain 3 seed entities"~ 2i<;<>lcn{, fufi'r ~.d)~ ~m". Appendix 

A is referring for reset of the NE sets with their seed entities. 

III. Context String Extraction (First experiments) 

To extract the patterns for a particular category, we select a part of the corpus 

where the target seed is available with high frequency. Inverted Index file, seed 

entities and raw corpus is required. Inverted Index file is generated using the Indri 

Indexer UI 1.0 & Indri Retrieval UI 1.0. Steps/Snap shots are shown in 

Appendix C. 

For example to get the patterns for the names of the cricketers. The list of the 

most frequent words related to cricket has been prepared like,~ (run), a!<"'c>la!l\51 

(batsman), ak.;aJI\51 (bowler) etc. In our development the cricket contains 1.5 lakh 

words. For a particular seed, we find the occurrences of the seed entity in the 

corresponding raw corpus. By the use of the context string extraction Algorithm 
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2, extract the context string. Few of the samples of patterns are listed in Appendix 

E. Table 4 shows the number of context strings extracted for each seed entities. 

Here, Java API PrintPattern.java uses to extract context string from the corpus. 

Table 4: Number of context String extracted from 

SeedNEs No of Context Strings 

~ ~c;~q;~ 149 

~ tiTfbr 89 

d.!~~ 92 

~ 84 

G=IICII~~ 95 

~~~lc>t1 23 

41~')1611 12 

t>~1~1~1~ 11 

3-ll~~m1 10 

2003 43 

1994 34 

2011 42 

04:00 15 

09:50 17 

105 6 

59 5 

0 3 

6 7 

3 11 

1 9 

Then we extracted tokens enclosed within context string. A placeholder (SEED 

for cricketers) replaces the seed. The placeholder and the surrounding tokens p-3 

p-2 p-1 placeholder p+ 1 p+ 2 p+ 3) forms the initial set of patterns. For the seed 

~ ~c;~q;~ (Sachin Tendulkar) we extract 149 initial patterns. Context string 

list has been mentioned in the Appendix E. Some of which are: 
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* cil<"~ciii\J'l SEED ~ 

IV. NEs Extraction (Second Experiments) 

From the list of context strings (discussed in previous section), tokens are extracted. 

TokenSelection.java API is used. It takes all kind of generalized patterns, suffix and 

prefix pattern as an input to extract token. Algorithm 3 is for NEs extraction. For 

example, cil<"~ciii\J'l SEED~ is one of the context string extracted from"~ <"lc;)<>ith'l". 

The tokens extracted from this pattern are like:~ ~. M ftn~tC1, crft<:r.R' criafR, 

~~ 31tcnfl!l etc. List of the some tokens extracted are listed in Appendix F. 

TableS shows the few of the context patte:rns and number of entities (for person name 

NEs set only, listing of all patterns here is not possible) they extracted with their 

precision and recall value. NefromExtractedTokenFile.java is used to extract the NEs 

from the list of tokens extracted earlier. The entities can be taken as seeds to identify 

more entities. 

Here is the details of variable used in TableS. 

M: Total number of word values found 
N: Total number of named entity found 
R:Total number of named entity in gazetteer 
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Table 5: Result of Gazetteer based Hindi NER 

Patterns M N R 
%Accuracy %Coverage f-Score 
(N/M*lOO) (N/R)*lOO value 

NE m?m nm m 3 2 254 66.67 0.79 1.56 

NE 77 7 7 7 6 5 254 83.33 1.97 3.85 

NE _1? 278 242 254 87.05 95.28 90.98 

7 7171? NE 252 214 254 84.92 84.25 84.58 

7 m 77m77? NE 150 123 254 82.00 48.43 60.89 

???m 77m777 NE 2 2 254 100.00 0.79 1.56 

???m mm77 NE 10 1 254 10.00 0.39 0.76 

NE ??m 7 7 77 198 167 254 84.34 65.75 73.89 

77m777 NE 77 267 249 254 93.26 98.03 95.59 

1lll77? N E 77 204 199 254 97.55 78.35 86.90 

NE 77 m?w ??m 251 223 254 88.84 87.80 88.32 

NE 77 77llllllll 'm 143 134 254 93.71 52.76 67.51 

tl E 77 7m7 77m 1 1 254 100.00 0.39 0.78 

NE 77 ??m 15 10 254 66.67 3.94 7.43 

mnm 77 m111 NE 16 1 254 6.25 0.39 0.74 

1!/l?? 7 7 77/?m NE 10 9 254 90.00 3.54 6.82 

77m7l 77 7 7 777 NE 7 1 254 14.29 0.39 0.77 

m? ?il NE 77 m 4 4 254 100.00 1.57 3.10 

V. Good Pattern Selection: 

We measured the quality of a pattern depending on its precision and coverage. Precision is 

the ratio of correct identification and the total identification. Coverage/ recall is the ration of 

NEs extracted from the total NEs present in the dataset. In our case precision and coverage 

both have their own importance. There may be some patterns with 100% precision but very 

less (almost zero percent) coverage, such patterns are specific to a particular seed entity. 

Therefore these patterns are not expected to increase the coverage and thus are not expected 

to identify new entities. Hence theses patterns are not good context patterns even though they 

have very high precision. By this way we have prepared a list of good patterns for a 

particular gazetteer type. Result of selection of some good pattern is shown in TableS for NE 

set "Person name". This result set contain long list of patterns, here it is contain only top 

most good patterns. Some mixed examples of good patterns are: 

1. SEED 

2. SEED 

3. LOC-SEED 
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At lasts the combined result of each NEs set is shown in Table6 with its graph 1. 

Table 6: Accuracy & coverage for each NEs set 

NEs Set %Accuracy %Coverage 

Person name 89.23 83.18 

Location name 91.76 83.03 

Organization name 93.34 87.07 

Team name 91.5 86.5 

Number of runs 93.43 95.67 

Number of wickets 97.87 98.2 

Year 98.12 99.12 

Time 97.34 95.3 

<$-e. <$-e. <$-e. <$-e. ~" ~" ~\ e, 

<:-~ <:-'b <:-'b \~ . <Fe, 4-q; -<'~ <:-'b ~ ~" 
0<:- ·0<:- ~ ~~ ~ ~ ~0 ~ f..'? c-'b . c.,'b '\ e, <$''0 ~ ~e. vo ~ ~~ ~ ~ 

0\Qd ~~ 

Graph 1: Accuracy & coverage for each NEs set 

f-Score value 

86.09885041 

87.17698724 

90.09604567 

88.92977528 

94.53673295 

98.03472229 

98.61746502 

96.3091985 

lEI% Accuracy 

m% Coverage 

llll f-Score value 

Final results for the each category of NER, has been also determined. It is shown in table? 

and corresponding graph is in graph2. 
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Table 7: Accuracy & coverage for each NE category 

NEs Category %Accuracy 

ENAMEX 91.4575 

NUMEX 95.65 

TIMEX 97.73 

ENAMEX NUMEX 

%Coverage 

84.945 

96.935 

97.21 

TIMEX 

f-Score value 

88.08103442 

96.288213 

97.46930645 

•%Accuracy 

•% Coverage 

Ill f-Score value 

Graph 2: Accuracy & coverage for each NE category 

4.2 Analysis of Results 

At the time of' good' pattern selection we have made some interesting observations. 

* There are some patterns which satisfy the 100% precision criteria but the coverage is very 

poor in terms of new entity extraction. For example, " SEED " is a 

pattern with 100% precision. The pattern has 24 instances in the 'part' corpus, but all the 

extracted entities are 'sachina tedulkara'. We have also examined the pattern in the total 
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raw corpus. It is capable of extracting 'sachina tedulkara' (~ c"ic;)<>lCh't) only. So in 

spite of having high precision, this is not a 'good' pattern. 

* Another interesting observation is, that there are some patterns which are 'good' patterns 

in the context of the 'part' corpus, but when used in the total raw corpus, it extracts non-

relevant entities. For example "'dtt fc'rm't' ~SEED q;)' ~~·is a 'good' pattern for 

cricketer name. This is a good pattern, however if this is used in raw corpus it may not 

return the cricketer name only. 

* There are patterns with very high coverage but precision is just below 100%. We have 

analyzed these patterns and manually identified the wrongly extracted entities. If the 

wrong entities can be grouped together and are having some specific properties then we 

have added these properties in a 'pattern exception list'. Then the pattern is used as a 

'good' pattern and the exception list is used to detect the wrong identifications. In the 

following we have given some example of' good' patterns 

* CQ <"<'! CQ I \J1 SEED q;)' tfd:r ~ 

* CQ <"<'! CQ I \J1 SEED ~ 

* SEEDChT~ 

* The extracted 'good' patterns are capable of identifying NEs from a raw corpus. The 

seeds form the initial gazetteer list for a particular gazetteer type. The 'good' patterns are 

used to extract entities from the total raw corpus. The entities identified by the patterns 

are added to the corresponding gazetteer list. In that way we can add more entities in our 

first phase gazetteer list. These new entities are taken as seeds for the next phase. Then 

the same procedure is followed repeatedly to develop a large gazetteer. These gazetteers 

are prepared just to prove the efficiency of our approach. By using only 3 seed entities we 

become able to prepare a gazetteer which contains 80 names of the cricketers. Even using 

this approach only one seed·~ c"ic;)<>lCh't' extracts 42 names after the second iteration. 
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Chapter 5 

Conclusion 

Named Entity Recognition (NER) can be useful for any collection of text data sets, from 

which we want to extract specific entities. Explosion of information on web and need to 

extract information from web, is the prime motivation to develop an efficient NER system. 

The objective of the work was to propose a method for extracting NEs by extracting context 

patterns. Domain specific corpus was used for performing the experiments. The data set from 

cricket domain was used for the experiments. 

Most of the NER approaches require the gazetteer and labeled data for NEs extraction and 

verification. In Hindi no gazetteers and labeled data are available as such. Therefore it is 

very difficult to design and implement a supervise learning technique for extracting NEs 

from Hindi text documents. Hence, unsupervised learning approaches may provide a starting 

base for extracting NEs from Hindi texts. In this context, context based approach may helpful 

in extracting NEs without any background requirement. Context pattern extraction method 

has a strong theoretical foundation. In this dissertation, we have tried to provide a general 

architecture for extracting named-entities from unstructured web pages (free text) using 

Context Pattern Method. The context pattern extraction method can be used for the 

preparation of standard gazetteer. 

Finally we can conclude that this work is an attempt to explore a new emerging area of 

applying text mining and machine learning techniques to extract infonnation from web pages 

containing information in Hindi. In this dissertation, where we focused towards the 

procedure of good context patterns extractions for NER. we do not claim that it is a full proof 

methodology or very efficient. However, this approach is simple to use, does not require 

labeled example , for certain domains it may give good result and can be used as a starting 

point for collecting NE for gazetteer preparation. The proposed methods and models supports 

the portability i.e. it can easily be ported to new domain. 
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Conclusion 

At the time of development of this Hindi NER system we faced the problem of unavailability 

of resources and tools. There should be availability of standard corpus in different domain 

and also some tools are required to developed for Unicode encoding so that they can handle 

any language. Since statistical analysis fundamentally doesn't require the knowledge of 

grammatical rules, usage patterns, script used etc. so availability of such package/tools, 

which can handle all languages would be very beneficial for language analysis and research 

purposes. 

Future work includes to anticipate Hindi NER using other techniques like DT, Genetic 

algorithm, Artificial and Neural Network, Fuzzy system etc that already showed an excellent 

performance in the other languages like English, Germany etc. 
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APPENDIX A 

I. List of SEED entities for the different NEs set 

For ENAMEX Category 

1. Person name { ~ ~<;<>tcn't, ~ mfbr, ~~ ~ } 

2. Location name { ~. C'IIJI':!'<, <R)~I<>ft } 

3. Organization name { cfl:ffl61\ 61~'fi~'fi~~. 311$'fi~'fi~} 

4. Team name { ~' 311f~~lll, ~iJ<>ti?\~T} 

For NUMEX Category 

!.Number of runs { No seed} 
2.Number of wickets {No Seed} 

II. List of frequent words 

For TIMEX Category 

l.Year {No seed} 
2.Time {No seed} 

~ c>-~ ~ I ;;;t, fcr JET cnq, tr.Jr, 3"11 <>t •U 3M, ~, ~Q C1 '(, Cfl'ffTC1", "('C1", fcrc):;c:, 3"11 ¢I J'i Cfl, 

~' JiC\~I;;;t, f?.B:z:tJt, ~. ~. 

III. List of synonyms of some NEs 

NEs Synon_yms 

c-~ \J'l')l ~· 5 ~ 

~~C:IIJI ~ 

~ ~ <;<>t q,'( m-~<>tlfc'(, ~<;<>tct~'<, ~ 

~~~ ~ 

~ ~ ~ ~. J'i". ~ ~. dl. ffi. ~. 

~ 'fZ ~1-lllfl 

~ a:JR(1 
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List of Stop-Words used during the experiment 

1. ( 
2. ) 
3. { 

4. } 

5. 

6. @ 
7. # 
8. * 
9. ? 
10. < 
11. > 

12. , 

13 .. 
14. I 

53 



APPENDIXC 

Index Name: : F:\SlUov-~MATV'-1-::-TECHIPi~ert;bc;~i;p( 
1.. •..•• ·-·····-······ .•. ··-······-··--·--· .J 

I Browse ... 

IF: \STUDY_ MAT'M ·TECHipissertation \Experiments lp..aw Corpus 

Data Rle{s}: I 

················--········--- ···-· --·-----··--··-······-······-- ....... 1 
r··---· ·- -

Filename filter : i [j Recurse into subdirectories 

Dorument furmat: 

Stopword ~st: Br0'111se ... 
c......~~-""··-"'-' 

!lJ Stern coUection krovetz ~1emory hmit : 

~' Building F: \STUDY _~1AT'-J•1·TECH\Dissertation \Experiments \Index ... 

_ HAT \ H- TECH\ Do.s:;,e r tat:. o:'l \ Experi:n:e nt3 \ Rav; Cor p .::;, \ rr.ar3 _ 5 . ".ltf B 

F: \ ST ODY_ HP..T \ 14- IEC.:-: \ D:.s.::e:::ca::.:.o:: \ :=:xpe~lrr.e: :: cs\ !<.a' .. l C c~:[: us\rr.a::9_ 6 . ut.fC 

Cpe:-.e:d F : \ 3T:JDY _HA.T\H-':=: C::\ D.:..33 e:~ta.-::.c:--. \ ~xpe::.:.rr.e::t..=: \ :t.3.v; Cc ::p·_:. .s \ rr.a:-9 3 . ·_:::.fB 

1Document 3 : 608 
1

Cper:ed F : \ STUDY _HAT\H-TEC3\ D2.33 e::::ca:..:. o;; \ ~;.;pe::.:.rr.e:-.ts \ !<.a'.-l Cc ::l_: ~3\rr.a:::-9 9 . 'J.t f 8 

: Fino.3:'1ed b·c:ildi::g F: \ STUDY _l1F.I\H-IC:C:l\ DJ.33er tat:l.O~: \ :O:xpe:::::.rr.e~.t3 \ :~.dex 

docume~ts indexed : 609 

Rnished building F: \STlJDY J •1AT'M-TECHipissertiltmn\Experiments\lndex 

Figure 4.1 :Screen shot of the Index generation using Indri Indexer UI 1.0 
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_MAT\'11 -TECH\pissertation 1/0xperiments \Index 

L.·-·-··-·-····- ---··--------··-····. 

Search j [ ae;-J [ Sho·N scores] 

Document Title 

1 A.l' .. M-TECH\D issertation\ E:xpe ri n 1e n t.:;\iRa w C orpvs',a p ril7 _1. u tf8 

File 

= 1{ ~ ~) (Raw Scorerl'lode) 
3 = 1{ ~ ~- ) {ODI'·lode) 

• ~ {lndexTerm) 
• ~ (.IndexTerm) 

'-*___, ·: •• . • r ,.. ~'"' . r -s, .. ~ ·..;-· ,...,. --~,....._'<'"~ - .......:- r _:r <"'1 .r "t".., -or;. , ......, - ......, -r:.r--c-i .. A ,;-, - ..,..,. """':-.'r--.::Y•rr "('r.,---.:.,---11 
:;- "'2'" ~ -q ;·. <=r c .. ~ -q o .- r -;::; -:;, -~ q:i :: ~- q:; -~- R P <=r ~T .:.r Cfl G q .3-f "N D <=r rr ;- ~ - -q 

O T ~ C s:=. -;;:r -:S · :::t' ~ ~T :::. ~ q, t ~ "Gf ·-~:._;. -;:f .- :~t ~ F.'f ~:_:. i=f" ~ T :;_ q.l ~:.: N :::T T "'Jr TI ~ ·0-<T C fO' "Z'f :.::r 
::; -==- -;ar •>T :s:r ':ii" l:; Z -t~- C N ~ :~1 ~ ::t1 -t :; l:;f- ~ :~ :;:::r c;o:-l q Ff k. :q -t::-T -;:;;[ 1)T a <~ q <.; ~ c; <:'r 'G" 

:·T :; 7T q C T -;::r 0:::: <=f V ~- ~ -r ::T :5 <::.._ S .~T ~ ¢Fi 'ii t . T c:=r • .3-1 q · .: C: ·~ ('1 1..; ~ ,>f :::;;r ==r ;:'; {:;. Cf 3 

:~~ ~ ~ ~ ~ ~r --~ ~~ -~ :n ~ .,.-: ~ ;< .. :~n~~ q "R" -~ c==r •• q (·.r 3 ;rr ,·'f n 
rlii'Jm~tii~--~~ o=; -_;; <l' ~ S .:: :S p "'1' .· <'!'- - N - R ' - . T -~ 

) -:~ ;.:; ;: -~T \,, "'f -/ ·~ ;; ~ ; ::<'~' ~ ~'r,;"'; '.;;~~: ~ -~;; ;,:r j~ ~ 
cr -;; ·~ ~;-q-z: ,;j ~ :; ~ ~~ : t~$ i~ ~::-r-::~ ~ ~-;:i:: :~N ~ "Q"~~·N ~ ~~r ~ :f ~ ~~ ; 1~~r;r s ~::· ~ , zr~~~ 
===r <; s ·:: ~ q:; o~ ::t ::- ·::T ;:r "q'" <·'T ~ ,:-T ~ ·:._:. S C ~:':l . "'H" ..;;,;;: -;::r :;; 3 .:, ~ -~ R 'Q'J ·:: -:r -< . ... .::. 'Zf1 

.:;.rr ~- ~ n {:-;r ~T .3-T N d t ~ (~ -::- <:· -e:r a <:T v :;::::r <=r ~ :';t (f ... :; rr z ~ ~ c:r F ~ ~:; c (f) 

31 <~ ~ .-::-r "ff f13 -;r <·r ~ B --:4 s :~ ar :::; ,:-; ~ ·:.:: 7if ·:;,· ;,=r "'!" -.:r ,..-:';! :c=r <~T ~ .o;> 
':zJ" ·,;;,_ Q ' -c-T ::f"" ~ fO" ·6 t) 'Cf -f~ UT <:;_ Ci ·OT T 'f0' -=f ~ ' ~:· -:t=f 1;" -6 S f13'" ~ ·CT Q M .-:.? c=;r ":;, q .r>T ~ 

";;r"T << ~ <:Yi ;;::r ~ <: -;:::; -rr:; u -::y=; .;~... 'N ;::r 1:f> 7T 4 ~~ T. •::~ ~ .g '<1 -;::r -;:::r -=r ·r:N "i'" q- "->T -6 s "'). '4 •:)1 :::-- :::;:r ~ 
- 6 - ~ V~N~ Q ~~ Q ~~- ~ ~a5T Q ~~ - ~~&--N~~d6 ~ ~ ­
:;:r 3-iT ~T ":';t ~ ;:r' .. ?;. e; ::£" ">T ~ .... -1~ ~ N .r5'r Cft .t>T T <t<' n f0 15fl a ~:;_ -;:r q- T _,<:.~ rf .-:; Ci1 r:r 0 "'i:T .(), N 
R~~ QU 3 0 70RE O N ~'F ~ R~ ~ ~- 0 ~ ~~- ~ 0 U Q ·~~g ~ ~~ 
~ ';{" -q e: :..?' ::r c5t ~ H" f.3' 4:-; ff ~ ~ :.-.r 4:i "_; R ItT' T" ~ ~? ;:; <~r 1\T <~~ ~ ~ <:T'r q..- <C:>.T -t:-> :rf" *1" <~~ ·6· S .. :; 3ft N" T 

;: ~ <~:; s:;:f ~,:;.; ; ;; ,::, ~ ~r ~a~ ~sr;, (~~~ ~ i~ ~r ~ ~r <:';,. ~ (1-; ~r ~~~~<:.[" ;; q; rr,;:~~~rus ~> ~~~~~ax<~t~~ 
;:r -;::r -;:r 0 o .r :c:r e=r <¢::·T :e; ;::r- 0 :;:::1 n- G 'l'T :2 :r- ,::r cr r::· ::fi t) ~ ~ <">r -.::;r :r < <~T ~ 0 ==r :3" ~ 1 :..:~ q 't1 
<·T c G r:r -.::::r (::. :;:r 
~T .. ). ;:::r Q ":' T" -::- 1:? ;::r ;;r 1::-T :;:r -;;::f" <~: ;? ai 1::T ;::r T ::;'f -:;::;:r N · ·~ ~ q f0" q:t ,:;_ C q:1 t:?r q ~ .3-f -;::r TO' ~ 'Q'" 

Figure 4.2 : Inverted Index generation using Indri Retrival UI 1.0 

55 

r= --



APPENDIXD 

I. List of Java APis developed for Hindi NER system 

S. No. Java API Name Application 

1 URLDataReader.java 
UTF8 Data Extraction from the Web and 
save it to UTF8 format file. 

Preprocess the raw corpus data by 
removing all the stop words listed in 

2 PreProcessing.java Appendix B and also, Replace a line or 
word in a file which is redundant to the 
text file. 

Extract context patterns from the corpus 

3 PrintPattern.java 
with the help of input of n-gram seed, 
context pattern length, inverted index 
file and seed value. 

Extract the tokens with the help of 
context patterns extracted fromjavaAPI 
PrintPattern.java. Also, take the suffix 
and prefix pattern as an input to extract 
token. 

4 TokenSelection.java Notation Used: 
-1: suffix (seed/new tokens position is 
prefix in pattern window) 
1: Prefix 
O:ContextPattern via 1 word, 2 word or 3 
word 

Extract the NEs from the list of tokens 
5 NefromExtractedTokenFile.java extracted from the java API 

T okenSelection.j ava 
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APPENDIXE 

There is total 149 patterns only for seed "'HfilG1 cl~Ch'{" for NE set person 

name, Listing of all patterns is not possible here, so the below patterns is only 
for context window size 7. 

S. No. CONTEXT PATTERN BY 3 WORD 

1 ftl1 tm ~ ~~<>~Cfi~ em ~.11:1" cnq 

2 Q'R1 ~ ~ ~~(>!Cfj~ c)) .3fi3C ~ 

3 3f~ ~ fcnm ~~(>!Cfj~ ~ cJ "ijf{ 

4 ~ ~(>'~~~;;j ~ ~~<>~Cfi~ ~ ~ em 
5 ~ Jl;;j~~tlc:! 3fi"{ ~~(>!Cfj~ ~ m«f c)) 

6 ~ ~~ ~~<>IC!i~ ~ .3fi3C ~ 

7 cor ~fcnm ~~<>~Cfi~ ~ ~ C1Tc; 

8 ~ ~ ~~<>IC!i~ c3r ~ 3fi"{ 

9 tJ ~ ~ ~~(>ICfj~ ~ em Jl'if~ft':l<:~l 

10 ~ €.<>life~ ~ ~~c>lCfi~ lJCJi ~ fG:i~<>~Cfi~ 

11 ~ ~ ~ ~~<>IC!i~ ~ ~ 3fi"{ 

12 at;t Rrc ~{<tl~OJ ~~<>ICfi~ ~ ~ ~.11:1" 

13 m«f c))~ ~~(>ICfj~ 3fi"{ Cl~Cl~t:!~ <'fa-d=fUT 

14 m ~ ~ ~~<>~Cfi~ 2 s "{01 Q"t 

15 ~ €.c;llfC:~ ~ ~~<>IC!i~ ~ ~ .3-ltt 

16 ~~ ~ "'¥ ~~<>IC!i~ ~ ~ tit 

17 tJ'ft:!" ~ -at ~~<>IC!i~ ~ ~ ~ 

18 ~ ~ mc;r ~~(>!Cfj~ ~ EJ ~ 

19 ~ ~ fcp ~~<>IC!i~ ~ c)) RR 

20 q~r m St:!" ~~<>IC!i~ ~ :q't~ JllcR 

21 sv ~ 3fi"{ ~ ~ <>~ Cfj~ ~ m«f em 
22 ~ "{01¥"11! ~~<>IC!i~ ~ ~ ~ 

23 ~ ftl?;<:~;t~ ~ ~~(>!Cfj~ c)) ~~~ c)) 

24 ~ EJ c3r ~ ~(>! Cfj~ .3-ltt ~ cJ;;:IT 

25 ~ ~ ftl1 ~~<>~Cfi~ ~<JI<>~Cll~ em ~ 
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APPENDIXF 

I. List of the some Tokens extracted from the seed "~ fi<;<>iCfl'<" : 

~~)"¢)" 

~~)"¢)" 

@~ 

c;-~ 

Clj(11R!Cfl ~ 

t:Ra)?J 
~~ 

~ lH5F(Cfi'( 

~ CRi"""~Cfi'< 

~~ 

CfCfll"'(" ~ 

~~ 

JrcJWT~ 

~T CR"T"tr 

~~ 

~ Cfl"ffiC1 

~~ 

<>ll<>lilC\ ~ 

3th"~ 
!(~ 3il4'lf!~ 

~trn 

fcn~ 

(1~ fi?l (>I ! f5<:11 
3th" <IT~ 
~T~ 
cttfr f¢;fi tC1 
~~ 
ft*rmfbr 
cR"1611C1 ~ 
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APPENDIXG 

Materials & Methods: This section contains overview of the software's which are used 
to perform our experiments and the basic data requirements needed for empirical evidences 
to check the validity of result of our context pattern extraction based approach for Hindi 
NER system. 

1 Notepad++: Notepad++ is a text editor and source code editor for Windows. It can also run 
on Linux and Mac OS X, using software such as Wine. We have used notepad++ v5.8.7, 
which is a unicode supporter. It can be downloaded from notepad website [56]. 

2 lndri: Indri[57] is an academic information retrieval system written in C++. It Supports 
UTF-8 encoded text, A java user interface contain two modules; first is lndri Indexer UI 
and second is lndri Retrieval UI. 

2.1 lndri Indexer Ul 1.0 :Here, we just need to give the index filename and the dataset 
path( corpus) to build the index. Appendix C "Figure 4.1" is showing the process of indexing. 

2.2 lndri Retrieval Ul 1.0 : Here, we need to select the Index file which has been created by 
the Indri Index UI 1.0. Now we can retrieve the seed entity query to get the list of the files 
which could be used as inverted Index to reduce the searching space. "Figure 4.2" in 
Appendix C has the detail view. 

3 Java APis : There is a list of java APls for different task. These APis has been developed 
by me and is listed in the Appendix D. It can be downloaded from the website of java [58]. 

4 Quality Measure : The performance of the system has been evaluated in terms of the 
standard recall, precision and f-score parameters as defined below: 

NEs retrieved by the system 
Recall= x 100 

NEs present in the test set 

NEs correctly retrieved by the system 
Precision = x 100 

NEs retrieveed by the system 

2 x Recall x Precision 
F- score= x 100 

Recall + Precision 

We have given more importance to precision and we have marked a pattern as effective if the 
precision is more than 86%. This quality measures has been already discussed in details in 
previous chapter 3. 
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