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Abstract 

Consistency among databases (distributed or even replicated) correctness, security, 

performance, etc. are the major issues leads to make a reliable distributed database 

system. Reliability is a probability which executes operations successfully in a given time 

period. Since a more available system is more reliable, replication of databases increases 

system availability hence reliability. Replica synchronization, replica update are the main 

problem in replicated environment. Due to failures, system reliability affected so system 

throughput and performance decreases our aim is to increase the system availability and 

decrease the communication cost of sites. 

In this dissertation, we proposed a replication technique, HR T (Horizontal Replication 

Technique). We organi(:ed the sites jn a two dimensional square matrix form called group 

structure and replicate data horizontally. We derive formulas to calculate the read/write 

availability and read/write communication cost by using quorum based replication. We 

are comparing HRT with DRG (Diagonal Replication on Grid) [7] which we used on 

group structure efficiently, the read/write availability increases for different probabilities 

and read communication cost of sites decreases while write cost increases. 

The work presented in this dissertation is an outcome of calculation and simulation 

conducted byusing MATLAB 7.0.1. 

From the results of various calculation and simulations, we observed that the performance 

of HRT is ·better than the DRG in terms of system read/write availability, and 

communication cost. 
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Chapter 1 

Introduction to Distributed Database 

Management System 

There are two different and apposite approaches of data processing viz. database system 

and computer network, distribvted database is the combination of these two approaches. 

1.1 Distributed Processing 

Distributed processing system states that it is a number of autonomous computing devices 

(homogeneous/heterogeneous) that are interconnected by a computer network and they 

cooperate in performing their assigned task [2]. 

1.2 What are distributed in a distributed system? 

The four things which can be assumed to be distributed in distributed system [2]. 

1.2.1 Processing logic: Processing logic of computing devices is distributed. 

1.2.2 Function: Various function of computing devices could be delegated to 

various pieces of hardware and software. 

· 1.2.3 Data: Data those are used by number of application may be distributed to a 

number of computing devices. 

1.2.4 Control: The control of execution of various tasks might be distributed. 

1.3 Distributed Database 

Distributed database is considered as a subset of Distributed Computing System. 

1 
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A distributed datfl.base is a collection of multiple logically interrelated databases 

physically distributed on different sites over a computer network [2]. 

lA Distributed database management system 
~ ~ 

A distributed database management system is a collection of multiple logically 

interrelated databases and the software system that permits the management of the DDBS 

and makes the distribution transparent to the user [2]. 

In distributed database systems the data is stored at multiple sites that are geographically 

distributed over a possibly large area, a city, a country or even the whole world. For many 

distriht1ted applications like banking, telecommunications, etc. distributed databases 

represent a more reliable and appropriate solution than centralize database system. 

1.5 Distributed Database Environment 

Two types of distributed database are considered. 

• Homogeneous distributed database system in which participating sites are runs on 

same database management system. 

• Heterogeneous distributed database system in which the participating sites not 

necessarily runs on same database management system. 

Distributed Database Environment 

Homogeneous Heterogeneous 

~ 
Autonomous Non-autonomous 

~ 
System Gateways 

·~~ 
Full DBMS functionality Partial DBMS functionality 

-------------Federated Non-federated 

~~ 
Loosely integration Tight-integration 

Figl.l Distributed database environment [1] 
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1.6 Transparency 

Separation of higher level semantics of the system from lower level implementation issue 

is Transparency in Distributed Database System. Data independence is the fundamental 

transparency. 

1.6.1 Data independence 

It refers to the immunity of user applications to changes in the definition and the 

organization of data and vice versa. Two types of data independence are there. 

• Logical data independence refers to the immunity of user application to 

changes in the logical structure of the database. 

• Physical data independence deal~ with hiding the details of the storage 

structure from user application. 

1.6.2 Distribution transparency 

It treated physically dispersed database in DDBMS as single logical database the 

user don;t need to know about the data are partitioned, data are replicated at several 

sites, data location. 

1.6.2.1 Fragmentation transparency 

The highest level of transparency, the end user or programmer does not need 

to know that a database is partitioned. Therefore neither fragment names nor 

fragment locations are specified prior to data access. 

1.6.2.2 Location transparency 

When the end user or programmer specifies the database fragment names but 

they didn't need to specify where these fragments are located. 

3 
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1.6.2.3 Local mapping transparency 

When the end user or programmer must specify the fragment names and 

where fragments are located. 

1.6.2.4 Naming transparency 

Each object in the database is given a unique name. 

Distributed data dictionary (DDD) or distributed data catalog (DDC) supports 

distribution transparency. 

1.6.3 Transaction transparency 

Allows a transaction to access or update data at several network sites without 

knowing the location of sites. 

• Ensures transactions maintain integrity and consistency 

• Completed only if all involved database sites complete their of the 

transaction 

1.6.4 ReplicaQ.on transparency 

We don't bother wh~re we accessing the main copy or the replica of the database 

from various sites in distributed database system. 

1. 7 Advantages of distributed database manage1nent system 

In comparison of centralize database systems, DDBS is a better option for organizational 

point of view because data are distributed or even replicated over multiple sites. Every 

sites participating in DDBS provides local autonomy, i.e. they can execute and modify 

their data locally so user can access data locally with reduced cost and response time. 

Each site can access data from other remote sites via computer network. Due to data 

replication if one of the servers fails in a site it doesn't mean that DDBS is inaccessible, 

4 
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one can access the data from another site, Replication provides the data protection and 

improves performance of DDBS. Transactions are more reliable, if centralize database 

system fails transaction operation can't be performed while in DDBS read or write 

operation can be performed on replicated data at another sites [2, 15]. 

1.8 Shortcomings of distributed database management system 

Distributed database system is more complex (in designing, architecture, and modeling) 

and expensive due to maintain the extra overheads (hardware, software, communication 

network etc.) for reliability, in compare to centralize database system. Securing data at all 

the sites and integrity ate the major disadvantage of distributed database system [2, 15]. 

1.9 Architecture of distributed database system 

Architecture of any system implies that component of the system are identified, 

functionality of each component is specified, and interrelationship and interacti<m an1ong 

these components are specified. We will use a classification that organizes the system. 

1.9.1 Autonomy 

Individual system in DDBMS should be autonomous in terms of whether the 

component of system exchange the information, whether they can independently 

execute transaction and whether one is allowed to modify the transaction. Autonomy 

refers to the degree to which the system can operate independently and it talks about 

distribution of the control not about data. 

1.9.2 Requirement of autonomy 

• If individual DBMSs participate in the multiple database system for the 

local execution of operation are affected. 

• The consistency of the system should not be compromise when individual 

DBMSs leave or join the multi database confederation. 

• The manner in which individual DBMSs execute queries & optimize them 

should not be affected by the execution of globlll queries. 

5 
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1.9.3 Dimension of autonomy 

L9.3.1 Design autonomy 

On the preference basis individual distributed database system are free to use 

the data models and transaction technique. 

1.9.3.2 Communication autonomy 

Each of the individual distributed database system independently takes 

decision as to what type of information it wants to provide to the other 

distributed database systems. 

1.9.3.3 Execution autonomy 

Individual distributed database system can execute transaction 

independent! y. 

L9.4 Distribution 

Distribution refers to the data distribution (physically) over multiple sites. There are 

many ways to distribute the data in DBMSs we consider only two of them. 

1.9.4.1 Client/server distribution 

In this distribution server provides the data management while client 

provides the application environment including the user interface. Client and 

server communicate via a high communication lin1<. 

1.9.4.2 Peer-to-peer distribution 

This distribution system having no client server difference, each system has 

full DBMS functionality and can communicate with other system to execute 

queries and transaction. 

6 
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--------------------------------------------------~~----~--~ 
1.9.4.3 Heterogeneity 

In distributed system various forms of heterogeneity may occur like 

hardware heterogeneity, networking protocols may differ to variations in 

data managers. Representing data with different modeling tool creates 

heterogeneity because of the inherent expressive power and limitations of 

individual data models. 

According to the classification autonomy, distribution and heterogeneity of 

system we will consider in detail the architecture of distributed database 

management system. 

1.10 Client/server architecture 

This provide~ a two-lev~l architecture which makes it easier to manage the complexity of 

DBMSs and the complexity of the distribution. We can distinguish the functionality of 

Client/server architecture into two classes, server function and client function. Servt~r 

performs most of the data management work like query processing and optimization, 

transaction management and storage management etc. Clients provides application and 

user interface and has a DBMS client module that is responsible for managing data that is 

cached to.the client and sometimes managing transaction locks. The consistency checking 

of user query takes place at client side, it's not frequently happen since it requires the 

replication of the system catalog at client. The client sends SQL queries to the servers and 

server does most of the work (like query understanding, executing etc.) and returns result 

to the client. The client and server communicate via high communication lin1<. Various 

client/server architecture exits like multiple-client-single-server and multiple cli.,;:nt­

multiple-server etc~ 

7 
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Client 
J 

SQL* PLUS queries . Server 

-
User interface I Communication software 

··-,.------,--· ... 

I 
Semantic data controller 

Application program ------

Query optimizer 

Operating system I Transaction manager 

DBMS module 
J 

i-=: 

Result Relation Recover manager I 
Communication module I Runtime support processor 

Operating system 

0 -
DATABASE 

.._ l -
Fig1.2 client/server architecture [2] 

1.11 Peer-to-peer distributed system 

This architecture describes the data organizational view of system. On each peer (node) 

data which is physically distributed is probably different so to organize data on each node 

we need an internal schema definition called local conceptual schemas (LIS). The global 

conceptual schema (GCS) describes the logical structure of the data present at all the 

nodes. To handle the fragmented and replicated data in distributed database a distinct 

layer is present in this architecture, the local conceptual schemas (LCS). The global 

conceptual schema is the union of local conceptual schemas. The external schema (ESs) 

provides the user application and user access to the database. 

Peer-to-peer distributed system architecture provides different level of transparency data 

independence, location and replication transparencies are provided by the LCS and GCS 

arid mapping between them. GCS also provides network transparency. 
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Fig1.3 peer-to-peer distributed system architecture [2] 

1.12 Multi-database system architecture 

Distributed database systems and multi-database systems both are different autonomous 

systems (i.e. they differ at autonomy level) and this difference reflects in their 

architecture. Basically the definition of global conceptual schema in both the databases is 

different. In former the global conceptual schema represents the conceptual view of entire 

database and is equal to the union of local databases while in the later global conceptual 

schema represents only the collection of some of the local databases that each local 

DBMS wants to share and is subset of the same union. 

1.12.1 Multi-database system model using a global conceptual schema 

In multi-database system the design the global conceptual schema includes the 

integration of either the lpcal external schemas or the local conceptual schemas. An 

important difference between the design of the GCS in multi-databases and in 

DDBMSs is that in the former the association from is from local conceptual 

schemas to global schema and is a bottom-up design process while the association is 

in reverse direction in the later and is the top down design approach. 

9 



Introduction to Distributed Database Management System 
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiliiiiiiiiiiiiiiiiiiiiiiiiiiiiii--:i)ifiiiiiiii 

Fig1.4 multi-datab(lse system architecture using a global conceptual 

schema [2] 

Once the global conceptual has been designed, views over the global schema may 

be defined for users who accesses global database.GCS and GES may be defined on 

different data models and languages. If the system is heterogeneous then two 

alternatives exist unilingual aQ.d multilingual. 

In unilingual multi-DBMS on accessing a local database and the global database a 

user can use different data models and languages. In multilingual architecture the 

basic thing is that to pennit each user to access the global database by means of an 

external schema, defined using the using the language of user's local DBM 

1.12.2 Multi-database system model without using a global conceptual 

schema 

This architecture identifies two layers structure, local system and multi-database 

layer. Local system layer consisting of multiple DBMSs which present to the multi­

database layer the part of their local database they want to share with users of other 

databases. This shared data is presented either as the actual local conceptual schema 

10 
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or as a local external schema definition, if heterogeneity exists each of these 

schemas, LCSi, may be use different data model. 

Multi-database layer 

Figl.S multi-database architecture without a GCS [2] 

External views are constructed over this layer where each view is defined on one 

LCS or multiple LCSs. Accessing multiple databases is the responsibility of the 

mapping between external schema and local conceptual schema. 

1.13 Design of distributed database system 

An important motivation in DDI3MS design is to achieve maximum· locality of databases 

and applications [10], sites are communicating with each other so allocating databases as 

close as possible to the applications which uses these databases, this reduce the 

communication cost. A well designed distributed database indicates that 90% of the 

databases should be access locally while only 10% databases should be access on remote 

site[10]. 

There are two different ways to design a distributed database viz. top-down and bottom­

up appro~ch the former is described as a distributed database developed from beginning 

while the later is typical of the development of a multi-database as the. aggregation of 

existing database [2, 1 0]. 

11 
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1.13.1 The interrelated issues of distributed database design 

• How a global relation should be fragmented 

• How many fragmented copies are replicated 

• How fragmented copies should be allocated to the sites of the 

computer network 

• What are the necessary information for fragmentation and allocation 

[11] 

The top-down design approach considers that the designer understands the 

requirements of a database application from the user, and. incorporates them into 

formal specifications. During this process, the designer performs conceptual, 

logical, &nd physical design phases, which progressively refine high-level, system­

independent specifications of the database into low-level, system-dependent 

specifications. During conceptual design, the designer is expected to ignore any 

detail concerning the physical implementation (in particular, data distribution). The 

result is a global database schema which incorporates, at an abstract level, all the 

data elements of the database and the patterns of their use. A design phase specific 

to distributed databases, called distribution design, maps the global schema to 

several, possibly overlapping subschema, each one representing the subset of 

- informatioQ. which is associated with one site. Then the design of each individual 

database is completed [2, 9, 11, 12]. 

The bottom-up approach assumes, instead, that a specification of the databases at 

each site exists already, either because there are existing databases that have to be 

interconnected to form a multi-database (or federated)system or because the 

conceptual . specification of the databases has been done for each site 

independently. In either case, the site specifications have to be integrated in order 

to generate a global specification [2, 9, 11, 12]. 

Design of DDBMS includes an additional phase called distribution design other 

than four phases (requirement analysis, conceptual design, logical design, and 

physical design) described as in centralize database. 

12 
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~------------------------------------------------~----~---~ 
Distribution design, which assumes as input a global, site-independent schema and 

produces as a result the sub-schemas for each site of the distributed database. In 

principle, distribution design can be applied to any of the global conceptual, 

logical, or physical schemas. This choice is subject to the following tradeoff: 

• Details about implementation shol.lld be decided only when the database 

distribution is given, to allow concentrating on the physical design of each 

local database independently. 

Note: Independent physical design 1s mandatory if the site DBMSs are 

heterogeneous. 

• To estimating the performance of various distributions a precise description of 

operations and data is necessary. 

Sub-schemas are also known as fragments of databases which are distributed over 

multiple sites. To determine the fragmentation and allocation distribution of 

databases is required. 

1.13.2 Fragmentation 

Fragmentation is a process to subdivide a global schema (relational table, entity) 

into several sub schema, these sub schemas are called fragments. 

Fragment of data is the most appropriate unit of allocation, thus a good design 

should provide a way by which all the instances of fragments are uniformly 

accessed by means of transaction [2, 46]. 

There are two types of fragmentation viz. horizontal and vertical. 

1.13.2.1Horizontal fragmentation 

This partitions a global schema along its tupple. 
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CREATE TABLE STUDENT (S_NAME VARCHAR2 (24), S_ID NUMBER (6), 

NOT NULL, S_PHONE NUMBER, S_CITY CHAR (10), S_STATE VARCHAR2 

(20)); 

Tablel.l: Student 

S name S_enroll S_phone S_city S state s id 

Suresh 234123 9953333997 Kakri UP al 32 

Ajay 4333421 9953333531 Varanasi UP f3 65 

Vikram 543425 9910345234 Bhopal MP gl 45 

.. 

Vinay 456372 9993123456 Kuru Haryana n3' 24 

Renu 475389 9899567423 New Delhi ll zl 

Delhi 

--

SELECT FROM STUDENT WHERE S_ID='a132' AND S_ID='Zlll '; 

14 
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Table 1.2: Horizontally fragmented 

S_name S enroll S_phone S_city S state s 
-

--
Suresh 234123 9953333997 Kakri UP al 32 

Renu 475389 9899567423 New Delhi z1 1 1 

Delhi 

1.13.2.2 Vertical fragmentation 

This partitions a global schema along its attributes or column. 

SELECT S_NAME, S_ID FROM STUDENT; 

Tablel.2: Vertically fragmented 

·-··-
S name s id 

Suresh a132 

A jay f365 ] 
Vikram g145 

I 
Vinay n324 I 

I 
__ ,_1 

Surrender v390 

Renu zlll 
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1.13.2.3 Mixed fragmentation 

The sub-schema which contains attributes and tupple both is known as 

mixed fragmentation. 

SELECT S_NAME, S_ENROLL, S_PHONE, S_ID FROM STUDENT 

WHERE S _ ENROLL=='234123 'AND' 4 75389'; 

Table1.3: Mixed fragmented 

-
S name S enroll S_phone s id 

-
Suresh 234123 9953333997 al32 

Renu 475389 9899567423 z 111 

1.13.3 Allocation 

Allocation is the process to associating each fragment to one or more sites. 

Fig 2.6 depicts that two additional phases are required in DATAID-D design 

methodology viz; analysis of distribution requirements ·and distribution design 

other than four design phases (requirement analysis, conceptual, logical, physical 

design) which is described as in DATAID-1 design architectqre for centralize 

database. 
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1.13.4 DATAID-D methodology for distributed database design 

Requiretnents 

l 
Requirement analysis 

D . d t d' . es1gn ata 1ctwnary 

Global data schema Global operation schemata 

implified.global schema Logic access table 

Distribution design 

1 l 
Logical schemata at each site Logical access table at ea h site 

+ 

Logical design 

Local logical schemata (relational) 

~ 
Local physical design 

Local physical schemata (relational) 

Fig 1.6 DDBMS design architecture DATAID-D [2, 9, 12] 
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1.13.5 Analysis of distributio.n requirements 

The requirement of this phase is to gather information about distribution, such as 

partitioning predicates for horizontal fragmentations and the frequency of 

activation of each application from each site. Since the data structure and 

applications must be known in order to gather information about their distribution, 

requirements of distribution are gathered starting from few of the results of the 

conceptual design phase. 

1.13.6 Distribution design 

Distribution design phase starts from the spe<;:ification of the global database 

schema and from the gathered distribution requirements, and produces many 

database schemata, one for each site of the distributed database, each one 

explaining the portion of data that will be allocated to that site. 

1.14 Transactions in distributed database system 

In DDBS transactions can be considered as a metrics for integrity, consistency and 

reliability. An important criteria or issue in transaction management is that if a database 

was in a consistent state earlier in time to the initiation of a transaction, th~n the database 

should return to a consistent state after the completion of transaction, i1respective of the 

fact that transactions were successfully executed simultaneously or they experience any 

kind of failure during the execution of operations (read/write) [2] 

Definition 

A transaction is consists of several read/write operations which starts with begin 

transaction, executes read/write operation and terminate with end transaction statements. 

Every transaction must be terminate either by executing successfully which we call 

commit or due to failure which we call abort transaction. DDBS has to follow the ACID 

property of transaction to ensure the consistency and reliability. 
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1.15 Properties of Transaction in Distributed Database System 

1.15.1 Atomicity 

If the transaction interrupted due to any type of failures, it requires atomicity. It 

refers that either execution of all the transactions operation (read/write) are 

completed or none of them. 

1.15.2 Consistency 

It refers to the correctness property of the transaction. Transaction maps one 

consistent database state to another. 

1.15.3 Isolation 

This property of transaction· requires that each transaction assumes a consistent 

database all the time. 

1.15.4 Durability 

The changes made to the databases by transaction after completing successfully are 

permanent. Thus DPBS ensures the result of the transaction will survive on system 

failures. 

1.16 Problem Definition 

A reliable distributed database system must provide its user with correct and consistent 

data whenever and wherever they need them. Reliability is an important component of 

any computing system either centralize database or distributed database system. The 

reliability of a distributed database management system is the probability that an 

operation which executed on multiple computing devices (geographically dispersed) and 

rteeds to be communicated with each other for remote database will be executed 

successfully in a given time slot. 
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If the computer fails in centralize database system entire database is unavailable to its 

user until the computer is repaired while in distributed database system when a node fails 

only a portion of the database is made unavailable to its user. 

In this dissertation we use the replication technique to achieve the reliability. Replication 

is the process of copying the data from one or more sites and to distribute them at several 

sites. Distribution and replication of the resources (e.g. data, objects, processes) are 

assumed to achieve the reliability in DDBS. 

Distribution isolates the failures in the system while replication provides alternate 

resources available. Replication is one ofthe keys to reliability, performance ofDDBS by 

ensuring system availability. 

1.17 Motivation 

Actually the motivation to build a distributed database system is to increase the reliability 

of the system by distributing the database on different sites to make system reliable fi·om 

failures. 

1.18 The rest of the dissertation as follows 

Chapter ~ is organized according to the problem definition of this dissertation and 

solution approach, reliability, replication and replication protocols are discussed to 

maintain the consistency and integrity between databases. 

Chapter 3 illustrates the related work. 

Chapter 4 is concerned about the group structure system model in two dimensional matrix 

form, databases are replicated row wise which is defined in Horizontal Replication 

Technique (HR T). 
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Chapter 5 is the last chapter of this dissertation, in this chapter I have concluded my \vork 

regarding to reliability in distributed database management system by using replication 

technique to ensure the reliability of the system, and future work is discussed. 

TH-1747S 
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Chapter 2 

Reliability in Distributed Databa.se 

Management System 

This is my dissertation problem in distributed database management system and I will use 

the replication of databases to achieve reliability. 

2.1 Why reliability? 

The performance of distributed database system depends on the reliability of the system; 

a ~ystem greatly decreases the response time, update, throughput of the transaction due to 

some kind of failures (transaction, media, communication link, etc.). Replication of 

databases increases the availability, hence reliability, if system is unreliable it must not be 

available for the database users. Correctness of the data is the most important criteria of 

the database reliability, by replicating databases we are increasing redundancy and 

redundancy leads to the inconsistency between databases so on accessing, data must not 

be correct. Reliability of DDBS deals with various types of complexity like fault 

tolerance, high and continuous availability, integrity, security, privacy, precise 

specification and implementation, time lines (system should be available in a given time 

period), fail-stop failures, network partitioning and communication failures etc. 

Before discussing the reliability problem in DDBMS we will discuss few basic concept 

which affects reliability of the system. 

2.2 Some Basic Concepts 

2.2.1 System 

System refers to a mechanism that consists of a collection of components and 

interacts with its environment by responding to stimuli from the environment with 

a recognizable pattern of behavior. [2]. 
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2.2.2 State of the system 

Two st'ltes are considered vi:z. external and internal state. 

2.2.2.1 External state 

This state is according to the response that a system gives to an external 

stimulus. It changes according to repeated stimuli from the environment. 

2.2~2.2 Internal state 

This state is the combination of the external states of the components that 

make l.lP the system. It also changes according to stimuli from environment. 

2.2.3 Specification of the system 

It refers to the valid behavior of the system state, and is necessary for a successful 

system design and reliability of the system. 

2.3 Failure 

If system experiences any deviation from the system behavior described in the 

specification, is considered as a failure 

2.3.1 Transaction failures 

When a transaction fails, it aborts. Thereby, the database must be restored to the 

state it was in before the transaction started. Transactions may fail for several 

reasons. Some failures may be due to deadlock situations or concurrency control 

algorithms. 
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Site failures: Site failures are usually due to software or hardware failures. These 

failures result in the loss of the main memory contents. In distributed database, site 

failures are of two types: 

• Total Failure where all the sites of a distributed system fail, 

• Partial Failures where only some of the sites of a distributed system fail. 

Z.3.2 Media failures 

Such failures refer to the failure of secondary storage devices. The failure itself 

may be due to head crashes, or controller failure. ln these cases, the media failures 

result in the inaccessibility of part or the entire database stored on such secondary 

storage. 

2.3.3 Communication failures 

Communication failures, as the name implies, are failures in the communication 

system between two or more sites. 

This will lead to network partitioning where each site, or several sites grouped 

together, operates independently. As such, messages from one site won't reach the 

other sites and will therefore be lost. The reliability protocols then utilize a timeout 

mechanism in order to detect undelivered messages. A message is undelivered if 

the sender doesn't receive an acknowledgment. The failure of a communication 

network to deliver messages is known as performance failure 

2.3.4 Byzantine failure 

The failure occurs in the system due to flood, earthquake, fire are considered as 

byzantine failures. In most of cases system can't be recovered, 
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2A Reliability 

Reliability refers to the probability that the distributed database system does not 

experience any failure in a given time interval. [2]. Reliability of the system vades 

according to topology of the DDBS, communication link reliability etc. 

Formally reliability is the capacity of a system that how it can tolerate and recover from 

failure, ifR (t) denotes the reliability then is defined as the conditional probability 

R (t) = pr {0 failures in time [0, t]: no failures occurs as the t=O} 

2.5 Availability 

It indicates the probability that the distributed database system is also operational 

according to the specification at a given point in time t Steady state availability A of the 

system where failures follow a Poisson distribution with a failure rate p and that repair 

time is exponential with a mean repair time of 1/a can be defined as [2] 

A= a I (a+P) 

2.6 Replication 

Replication of databases at different sites in distributed database is an approach to achieve 

the reliability in distributed database management system. 

Definition 

Replication is a process of copying data (global relational· table, global entity, etc.) or 

even fragments of data from one or more sites and to distribute them on several sites. The 

original data copy resides at all the site is termed as physical copy while the exact copy of 

the origipal data is known as replica. 
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2. 7 Types of Replication 

Replication is of two types viz. 

2.7.1 Partial replication 

Two aspects of this replication are considered, some databases are replicated at all 

the sites and some databases are replicated at some sites. 

2. 7.2 Full replication 

A.ll the replicas of databases are replicated at all the sites. 

2.8 Categorization of Replication Protocols 

For reliability and perfonnance reasons, the system implements vanous 

replication protocols either synchronously or asynchronously. 

2.8.1 Synchronous system 

Synchronous system updates all the replicas before the transaction comrnits. 

Updates to all replicas are treated in the same way as any other data item, It 

produces globally serializable schedules. Synchronous strategy is also known as 

eager replication. [2, 3, 14] 

2.8.2 Asynchronous systems 

Asynchronous system updates only subset of the replicas. Other replicas are 

brought up-to-date lazily after the transaction commits. This operation can be 

triggered by the commit operation of the executing transaction or another 
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periodically executing transaction. Asynchronous strategy is known as lazy 

replication. 

The replication strategies can be classified on the concept of primary copy. [ 13] 

are as follows. 

2.8.3 Group 

Any site hl!ving a replica of the data item can update it. This is also referred 

as update anywhere. 

2.8.4 Master 

This approach delegates a primary copy of the replica. All other replicas are 

used for read-only queries. If any transaction wants to update a data item, lt 

must do so in the master or primary copy. 

2.9 Quorum Based replication protocol 

An interesting proposal to update only a subset of replicas and still not compromise 

with correctness and consistency is b~sec! on quorums.[ 4] Every copy of the replica is 

assigned a non-negative vote (quorum). Read and write threshold are defined for each 

data item. The sum of read and write threshold as well as twice of write threshold must 

be greater than the total vote assigned to the data. These two conditions ensure that 

there is always a non-null intersection between any two quorum sets. The non-'null set 

between read quorum and write quorum guarantees to have at least one latest copy of 

the data item in any set of sites. This avoids the read/write and write/write conflict. All 

transactions must collect a read/write quorum to read/write any data item. A read/write 

quofJ,lm of a data is any set of copies of the data with a weight of at least read/write 

threshold. 
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Quorum-based protocols maintain the consistency of data in spite of operating only on a 

subset of the replicated database. 

Let q be total number of votes (maximum quorum) = number of sites in the replicated 

system (assuming each site has equal weight), qr and qw be the read and write quorum 

respectively 

To read or write a data item, a transaction has to collect a quorum of at least qr votes and 

a quorum of at least qw votes. The overlapping between read and write quorum makes 

sure that a reading transaction will at least get one up-to-date copy of the replica. The 

quorums must satisfy following two threshold constraints. 

(i) qr + qw > q and 

(ii) qw + qw > q 

Quorum-based replicated system may continue to operate even in the case of failures 

(sites or communication) if it is successful in obtaining the quorum for the data item. 

2.10 ROWA replication protocol 

The system knows which data items have replicas and where are they located. Read One 

Write All (ROWA) is one of the simple replica control protocol. In this protocol, if a 

transaction requests to read data items then system access the data (or replica) from the 

loc~l sites. If a write operation is requested, the system must update all the replicas. Data 

accessed from local sites so that read operation is beneficial in replication, as it can find a 

replica near the site of request. But, write operations may adversely affect the 

performance of the system [3]. 

2.11 ROW A-Available replication protocol 

ROW A-Available is an alternative of ROWA protocol for replica control. ROW A-A is 

more flexible than ROW A algorithm in presence of failures. The read request of 

transaction of ROW A-A are perfonned in similar fashion to ROW A, i.e. on any replica. 
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But write operations are perfonned only on the. available copies and it ignores any failed 

replicas. 

ROW A-A solves the availability problem, but the correctness of the data may have been 

compromised. After the failed site has recovered, it stores the stale value of the data. Any 

transaction reading that replica, reads an out-of-date copy of the replica and thus the 

resulting execution is not 1 SR [3]. 
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Chapter3 

Related Work 

3.1 Literature Survey 

This section discusses about the related work of different distributed database models 

according to the two aspects 

1. Which aspects of the system are/aren't described in the model like uniform or 

non-uniform data access, replication, communication etc. 

2. How these aspects are modeled? 

3.2 Database site models 

There are some models which uses queuing system. Some of the queuing models of 

distributed databases are described in [20], [21] and [22]. 

These model a fully replicated database of n local sites by an N/N/n/FCFS queuing 

system. Transactions which arrive according to a Poisson process are served on a first­

come-first-serve basis by n servers and require an exponentially distributed service time. 

All the n servers are involved in processing the read transactions in parallel, and all the n 

servers are busy to process write transactions during their service time. These models uses 

shared read and exclusive write operations [20]. 

Writes have preemptive priority over read operations. This is modeled as an N/N/n 

system with preemptive service interruptions, where the interruptions correspond to the 

service periods of an N/N/n system which represents the arrival and service of updates 

[21]. 

The model described in [22] assumes non-preemptive processing of write operations and 

compare parallel updating with sequential updating of replicas. 
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The advantage of this site models is the read/write throughput of transaction is 

increased; data are accessed locally at reduced communication cost. 

The drawbacks are inter-site communication is neglected, all sites share a single queue 

of incaming transactions, full replication is assumed which is considered an extreme case. 

3.3 Replication models 

Many distributed databases models simply assume no replication,, i.e. each logical data 

item is represented by exactly one physical copy [24, 25]. Models which assume partial 

replication, either consider the fraction of replicated data (how many data are replicated?) 

or the degree of replication (to how many sites are data replicated?), but not both. This 

distinction leads to the following classification. 

Classification of Replication Models 

I 
~ l l l 

All objects All objects Some Some 
to all sites to some objects to objects to 

sites all sites some sites 

Fig3,1 Classification of Replication Models 

3.3.1 All objects to all sites 

i.e. the replicas of all data are stored at all sites therefore each site holds a complete 

copy of the distributed database [20]. 

The drawback, this is considered as an extreme case of replication and many 

applications uses neither full nor no replication [26]. Full replication can be 

considered as worst case [27]. 
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3.3.2 All objects to some sites 

All objects to some sites i.e. replicas of all data are stored at some sites [28]. Let r be 

the degree of replication, r E {1, 2, ... , n}, implies that each logical data item is 

represented by r physical copies, where n is the number of sites. r = 1, indicates no 

replication whereas r = n implies full replication, and r > 1, means every data item is 

replicated. Consequently, either no or all data items are replicated. 

Dr~wbacks are it is assumed that the replicas are distributed on sites, but which 

copies are placed on which sites is still undefined, such that different degrees of 

quality of a replication schema can be modeled. Data which is updated frequently 

should not be replicated to avoid update propagation overhead. However, data which 

is updated rarely but read frequently should be replicated to increase local 

availability and avoid communication delays. To select appropriate data items for 

replication, this can't be modeled with all data to some sites scheme. 

3.3.3 Some objects to all sites 

Some objects to all sites i.e. replica of some data are stored at all the sites, if r be the 

degree of replic~tion, it can be defined as r e [0; 1] implies that the fraction oflogical 

data items that are fully replicated to all sites. r = 0 indicates no replication, r = 1 

means full replication [29]. It is used for performance evaluation of relaxed 

coherency in partially replicated databases [30] and it can be modeled as a Client 

Server information system and assumed that 0% to 20% of the server data is cached 

at each workstation. This is comparable to the some data to all sites replication 

scheme with re [0; 0.2] [30]. 

Some objects to all sites model is used to examine the correctness of a replication 

protocol based on group communication [31]. 

The some objects to all sites scheme is orthogonal to the all objects to some sites 

approach in the sense that the degree of replication is defined along the fraction of 

replicated data items as opposed to the number of copies. 

32 



Drawbacks are for r < 1, it is undefined which data item is selected for replication, 

and this undefined replica selection can be used to model the quality of replication. 

Full replication of some data items and no replication of others is a choice between 

two extremes and entails considerable update propagation overhead for the former 

and a severely reduced availability of the latter group of items. Since this situation is 

not typical in real-world applications, the some data to all sites scheme is again a 

questionable modeling approach. 

3.3.4 Some objects to some sites 

Some objects to some sites i.e. two-dimensional replication model. This model 

combines the two orthogonal some objects to all sites scheme and all objects to some 

sites. In this two-dimensional replication model, replication is modeled by a pair (rl, 

r2) E [0;1] x{2, .. ~,n} such that rlE [0;1] describes the fraction of logical data items 

which are represented by r2 physical copies each, i.e. they are replicated to r2 of the 

n sites. A share of 1 - rl logical data items is not replicated. r1 = 0 implies no 

replication while (r1~1, r2=n) models a full replication. Ford logical data items, a 

replication schema (rl, r2) increases the number of physical copies from d (no 

replication) to (rl x d x r2) + (d x (1 - rl)). Viewing the number of copies of 

replicated objects (rl · d x r2) as the actual extent of replication, we express it 

independently from d and nqrmalized to the interval [0; 1] as an overall level of 

replication, This is achieved through dividing by d x n, yielding (rl x r2)/n. [32] 

Due to high update propagation overhead it is hardly affordable to replicate some 

data items to all sites in large wide area distributed databases and reducing their 

availability. Thus, the some objects to all sites scheme is not realistic. Furthem1ore, 

in many applications there is update-intensive data which should be replicat{~d to 

very few sites while read intensive data should be replicated to many sites. This 

cannot be modeled with the all objects to some sites scheme. The two dimensional 

approach can capture such scenarios and models realistic replication [32]. 

Drawbacks this model does not define the selection of data items to replicate nor 

their placement. This property of undefined replica selection and placement can be 

exploited to model the quality of replication. This scheme integrates the two 
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orthogonal some objects to all sites scheme is orthogonal to the all objects to some 

sites approach and has not yet been used in existing performanc~ evaluations of 

replicated databases [32]. 

3.4 Communication Models 

A lot of distributed database models consider that the transmission capacity of 

communication network is unlimited and transmission time is constant [33]. 

According to ql,leuing theory network is implicitly modeled as an N/D/oo system which is 

an infinite server that introduces a constant delay for each message, regardless of message 

size or network load [23]. Infinite means unlimited transmission capacity, no queuing of 

messages, and the network is never considered to be the bottleneck. 

For simplicity, these details are usually omitted: 

Some models relax the restriction of constant transmission delay but still presume 

unlimited petwork capacity and consider exponentially distributed communication delay 

by modeling the network as an N/N/oo server [34, 28]. [36] Uses an N/G/oo system to 

model arbitrarily distributed network delay. 

Drawbacks these models only considers the response time as a performance metric. A.nd 

predict that replication always deteriorates throughput but never increases it due to the 

infinite service capacity, situations in which the network starts getting congested cannot 

be captured. 

However, many large wide area applications and wireless and mobile information 

systems suffer from low bandwidth. There, the communication links may indeed become 

a bottleneck, especially when a large amount of replicas is to be maintained. 

Unfortunately, very few attempts have been made to combine a detailed analytical 

database model with an analytical model of limited network capacity, Unfortunately, the 

database part of the model in (36] contains simplifying assumptions like full replication, 

unifonn data access, and a workload of I 00% updates (i.e. no read·only transactions). 

The capabilities of simulations to evaluate more complex system models have rarely been 

exploited to capture interdatabase communication details. 
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3.5 Data Access Models 

A database model can either consider uniform data access or define a model of non~ 

uniform data access. For mathematical observation, most model consider uniformly 

distributed data access, i.e. each data item is accessed with equal probability [33], Non~ 

uniform data access is more realistic but used in very few models of distributed database 

systems [29]. These models of non-uniform data access are usually adopted from 

evaluations of centralized databases. They can be classified to be either hot-spot models 

or locality models. 

In hot-spot models certain data groups (hot spots) are more likely to b~ accessed than 

·others. In locality models local data is more likely to be accessed than remote data. 

3.5.1 Hot-spot models 

The classical hot-spot model of non-uniform data access for centralized database 

systems is b-e access. The model of b-e access describes that b % of the data requests 

are made to c % of the data items. A fraction c of the data items in the database are 

called regular granules and a lock request is with probability b for a regular granule. 

Among regular granules, each granule is accessed with equal probability, and the 

same is assumed for non-regular granules [37]. For many applications 0.99-0.01 

access is a realisti~ model [38]. 

A generalization of the b-e access pattern to allow for more arbitrary distribution of 

non-uniform data access. They assume that the database D is divided into k classes of 

granules, Dl, ... ,Dk, with [39] 

k 

D= U D 1 
}=1 

The probability of a request being made to a particular granule in class Dj is pj. The 

probability that a request is made to any granule in Dj is I Djj.pj such that [39] 
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k 

L:IDjl·pj=l 
j=l 

Fork= 2 this generalized model corresponds to the b-e access model in [37]. Such 

hot-spot models capture the skewness of the data access pattern which in tum has 

significant impact on the evaluation of lock confli.cts. 

3.5.2 Locality models 

A data access model called b-1 access describes that b % of the data request can be 

satisfieq locally. This is different from b-e access model. If a transaction requests a 

local data, each local data is accessed with equal probability and the same holds for 

remote data respectively [ 40]. A value of b = 0.8 used in [ 40], while b = 0.5 used in 

[ 41] to express that 50% of the primary copies are accessed locally. 

3.6 Transaction Processing Models 

_ Replica control protocols assumed in performance evaluations of distributed databases 

include ROW A, primary copy with synchronous and asynchronous update propagation, 

as well as optimistic and quorum based algorithms [45]. Concurrency control protocols 

(distributed two-phase locking, optimistic methods, etc.) to capture lock conflicts and 

blocking of transaction~ a~e usually only modeled to compare concurrency control 

algorithms [26, 33]. Such models are of considerable complexity. They typically use 

simulations and simplified modeling assumptions concerning replication and 

communication. 

3.6.1 Transaction Models 

Since data accessing via transactions (queries) are easier to process for a database 

system than updates [33], a distinction in performance models is recommended 

unless a worst-case analysis is intended. Many models still consider updates only 

[ 40]. Several studies model two transaction types. This is sufficient for general 
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performance considerations while the evaluation of real-world applications desires 

the ability to model more detailed workload patterns [29]. 

For simplicity, most models do not consider distributed transaction processing. Some 

models l:lSsume a fully replicated database and that transactions can always be 

processed locally [33]. Others assume that due to skillful data fragmentation and 

allocation transactions can always be executed at a single site which is either the 

local or a remote site [30]. Distributed transaction processing is addressed in [42]. 

Under varying assumptions regarding the data access pattern, the nl}mber of data 

objects, and the number of database sites, these studies calculates the average 

number of data objects referenced per transaction and the average pumber of remote 

sites accessed per transaction as performance measures. Drawbacks are, these models 

of distributed transactions are not used to compute response times or transaction 

throughput. Perform(lnce studies that consider distributed transaction processing in 

the response time and throughput analysis are typically simulation studies. Two 

classes of transactions say class 1 transactions submitted at site k only access data 

locally available at site k. Class 2 transactions access local as well as well remote 

data items using distributed two-phase locking with primary copy or a distributed 

optimistic protoco~ [26]. 

3.6.2 Lock Conflict Models 

Classical locking protocols (i.e. two-phase locking with blocking or abort-and-restmi 

upon lock conflict) are the most familiar concurrency control methods for database 

systems. Lock conflicts and the resulting effects on transaction performance have 

been investigated extensively for centralized databases. Many results can be extended 

to distributed databases [24, 26].While some models assume dynamic locking (i.e. 

locks are not acquired before they are needed) [26], the performance of static locking 

in distributed database systems where all locks are obtained at the beginning of the 

transaction has been analyzed in [34]. Dynamic locking is more realistic, because a 

priori identification of all required locks is only possible at a very coarse granularity 

of locking or in special applications. The modeling concepts for concurrency control 

is given· in [ 43] provide an introduction and various examples for perfom1ance 

modeling of distributed concurrency control. 

37 



Related W 01rk 
iiiiiiiiiii!iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii 

Basically, the probability of lock conflicts depends proportionally qn the average 

transaction arrival rate, the transaction size (i.e. number data objects accessed per 

trans~ctiop) and the lock holding time, and is inversely proportional to the total 

number of data items in the distributed database. The lock holding time depends on 

the delay of blocked transactions which in tum depends on the lock con llict 

probability. Hence, an iterative calculation is used in [26, 33] and the lock conllict 

probability also depends on the data access pattern. 

The performance of locking under b-e access can be proved under three 

approximations (Al), (A2), (A3) in a database of size D is the same as that for 

uniform access in a database of size. 

The three approximations are 

(A 1) The number of locks held by a single transaction is negligible compared to the 

total number of locks held. 

(A2) The rate of aborted and restarted transactions due to deadlocks is negligible 

compared to the throughput. 

(A3) The number of lock conflicts among three or more transactions is negligible 

compared to the number of lock conflicts that involve only two transactions. 

These assumptions are generally accepted and also used for other purposes m 

analytical performance evaluations of databases. They can be justified by probabilistic 

considerations [37] 

D 

l+(b-c)2 /c·(l-c) 

This finding has been named the database reduction approach m [39] or th'~ 

effective database size paradigm (EDSP) in [ 42]. 

Most models of distributed databases that capture lock conflicts consider updates and 

exclusive locks only [26, 33, 40]. With another type ofEDSP it can be shown that the 

performance of a database of size D with shared and exclusive lock requests is 

equivalent to that of a database of size D/(1 - s2) with exclusive locks only, where s 
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denotes the fra~tion of lock requests that are in shared mode [37, 42]. Some models 

consider shared and ~xclusive locks and assume that lock conflicts are negligibk and 

investigates only the ov~rhead requesting and r~leasing locks [ 44]. [26] Distinguish 

between weak and strong locks, weak locks are requested during the execution of a 

transaction but can be preempted by strong locks in which case the preempted 

transaction is aborted. At the beginning of the two-phase commit of a transaction, 

weak locks are upgraded to strong locks. If any strong lock request is rejected (due to 

a conflict with another strong lock) the transaction is aborted. 

3. 7 System Model 

A distributed system under fixed peer-to-peer network environment consists of a set o:f 

distinct sites that communicate with each other, and share both data and resources over a 

communication network. A site may become inaccessible due to site or partitioning 

failure. No assumptions are made regarding the speed or reliability of the network. 

A distributed database system in peer-to-peer environment consists of a set of data 

objects stored at different sites in a computer network. Users interact with the database by 

means oftransactions, which are partially ordered sequences of atomic read and write 

operations, The execution of a transaction must appear atomic: a transaction either 

commits or aborts (4]. 

In a replicated database, exact copies (replica) of a data object may be stored at several 

sites in the system. Multiple copies of a data object must appear as a single logical data 

object to the transactions. This is termed as one copy equivalence and is enforced by the 

replica control te~hnique. The correctness criterion for replicated database is one-copy 

serializability [4], which ensures both one-copy equivalence and the serializable 

execution of transactions. In order to ensure one-copy serializability, a replicated data 

object may be read by reading a quorum of copies, and it may be written by writing a 

quorum of copies. The selection of a quorum is restricted by the quorum intersection 

property to ensure one-copy equivalence: For any two operations o[a] and o'[a] on a data 

object a, where at least one of them is a write, the quorum must have a non-empty 

intersection. The quorum for an operation is defined as a set of copies whose number is 

sufficient to execute that operation [5]. 
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Briefly, a site i initiates a DRG transaction to update its data object. For all accessible 

data objects, a DRG transaction attempts to access a DRG 9uorum. If a DRG transaction 

gets a DRG write quorum without non-empty intersection, it is accepted for execution and 

completion, otherwise it is rejected. We assume for the read quorum, if two transactions 

attempt to read a common data object, read operations do not change the values of the 

data object. Since read and write quorums must intersect and any two DRG quorums must 

also intersect, then all transaction executions are one-copy serializable. 

3.8 DRG Techniques 

This technique is used on the fixed peer-to-peer network environment network. For the 

fixed network, all sites are logically organized in the form of two-dimensional grid 

structure. 

For example, if a DRG consists of nine sites, it will logically organized in the form of 3 x 

3 grid as shown in Fig 3.2~ Every site containing a master data file. We consider that 

replicas are data files, A site is either available or failed and the state (available or failed) 

of each site is independent to the others. When a site is available, the copy at the site is 

available; otherwise it is unavailable. In the fixed network, the data file will replicate to 

diagonal sites. The logica~ structure for fixed network is shown as in Fig 3.2. The square 

in the grid represent the sites under the fixed network environment and a, b ... and i 

represent the master data files located at site 1 ,2, ... ,and 9 respectively [ 5]. 
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GJ ~ GJ Fixed 
1 2 3 

Network 

0 4 G 5 0 6 

070 8 8 9 

Fig 3.2 A DRG organization with fixed network [5] 

3.9 Definition of Diagonally Replication 

We consider that the fixed network environment consists of n x n sites that are logically 

organized in the form of two dimensional grid structure. All sites are labeled s (i, j), 1 s 
iS n, 1 S j Sn. The diagonal site to s(i, j) is { s(k, l) k=i+ 1, l = j+ 1, and k , l:Sn, if i=n, 

initialized i = 0, ifj=n, initialized}= 0}[5]. 

As an example, Assume that n =3, then the diagonal site to s(l,l) is s(2,2), the diagonal 

site to s(2,2) is s(3,3), the diagonal site to s(2, 1) is s(3,2), and s(3, 2) is s(l, 3) etc. 

The commonly visited site is defined as the most frequent site that requests the same data 

at the fixed network (the commonly visited sites can be given either by a user or seleeted. 

automatically from a log file/ database at each center). This site will replicate the data 

asynchronously, therefore it will not be considered for the read and write quorums. Since 

the data file is replicate to only the diagonal sites, then it minimizes the number of 

database update operations, misrouted and dropped out calls. Also, sites are autonomous 

for processing different query ot update operation, which consequently reduces the query 

response time. 
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3.10 Diagon~l Set 

A diagonal set, D(s), is a set of diagonal sites and the number of diagonal set equals ton, 

anq the mth diagonal set is denoted by Dm (s), for m=1,2, ... n. 

For example, from Fig 3.2, n = 3, then the diagonal sets are; 

D1(s) = {s(l,l), s(2,2), s(3,3)}, 

D2(s) = {s(2,1), s(3,2), s(1,3)}, 

D3(s) = {s(3,1), s(l,2), s(2,3)}, 

3.11 Vote Assignment Function 

The primary site of any data file and for simplicity, its diagonal sites arv assigned with 

vote one and vote zero otherwise, which is analogous to binary vote assignment [15]. A 

vote assignment Von grid, is a function such that V(s(ij)) E{O,l}, l:S i :Sn,l:Sj :Sn where 

V(s(ij)) is the vote assigned to site s(i,j). This assignment is treated as an !lllocation of 

replicated copies and il vote assigned to the site results in a copy allocated at the diagonal 

site. That is, 1 vote = 1 copy; 

Let Lv= 
s(i,j)eR(s) 
!s;i,}5,n 

V (s(i, j)) 
-------------------------------- (3.1) 

Where, Lv is the total number of votes assigned to the primary site and its diagonal sites. 

Thus, Lv= dr ( dr represents the numb~r of data replication from each site). 

Let the read quorum and write quorum sets are denoted by qr and qw respectively. This 

protocol ensures that read operations always accesses currently updated copies, for this 

the following condition should hold. 
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qr + qw must be greater than total number of votes assigned to replicated copies to all 

sites. The following condition ensures consistency among replicated copies. 

These two conditions ensure that there is a non-empty intersection between read and write 

quorum. Hence read operation can access the current updated copy of replicated data 

Let S(V) denote the set of sites at which replicated copies are stored corresponding to the 

assignment V, then 

S(V) = {s(i,j):V(s(i,j)) = 1, l~i,j~n} 

3.12 Definition (quorum group) 

Let q be a quorum, any subset of S(V) whose size is greater than or equal to q is a 

quorum group. Quorum set is the collection of quorum group. Let Q(V, q) denote the 

quorum set with respect to the assignment V and quorum q, then 

For example, from Fig 3 .2, let site s(1, 1) be the primary site of the master data file a. Its 

diagonal sites are s(2,2),s(3,3). Consider an assignment V for the data file a, such that 

Va(s(1,1))=Va(s(2,2))=Va(s(3,3)) = 1 

and Lva= 3. 

Therefore, S(Va) = { s( I, I ),s(2,2),s(3 ,3)}. 

If a read quorum for data file a, r =2 and a write quorum w = Lva-r+ 1 = 2, then the 

quorum sets for read and write operations are Q(Va,2) and Q(Va,4), respectively. 
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3.13 Communi~ation Costs and Availability 

The quorum required to execute the operation, the communication cost of read/write 

operation is directly proportional to the size of quorum. To calculate the availability, all 

copies are assumed to have the same availability p. Cx, y denotes the communication cost 

with X technique for Y operation, which is R (read) or W (write). 

Let Pi denote the availability of site i. Read/write operations on the replicated data are 

executed by acquiring a read/write quorum respectively. For simplicity, we choose the 

read quorum equals to the write quorum. 

Thus, the communication cost for read and write operations equal to rL;a 1 that is, 

CoRG,R = CoRG,W = rL~a 1· ~or example, if the primary site has four neighbors, each of 

which has vote one, then CDRG,R = CDRG,W = Hl = 2. 
--(3·1-) 

For any assignment V and quorum q for the data file a, define availability cp(Va, q) to be 

the probability that at least q sites in S(Va) are available, then 

<PC Va q) = Pr {at least q sites in S(Va) are available} 

Read availability for DRG 

n ( n! J 
cp(Va,r)= ~ '!( _ ')! (pi) (1-p)n-i 

r=k l. n l . 
------------------ ( 3 .,l) 

Writes availability for DRG 

n ( n! J <jJ(V,w)~ ~ "I{-")! (p1)(1-p)•-< 
l=n+l-k z. n z . --------------------- ( 3 .lf) 
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Chapter4 

Proposed WorT(: Horizontal Replication 

Technique (HR'.T) 

The work represented in this chapter is our proposed work which describes to calculate 

the system read/write availability, read/ write communication cost via quorum based 

replication protocol by replicating data horizontally. 

4.1 Model Assumption 

Let us consider a distributed database system which is consists of N independent, 

autonomous systems and are distributed in a peer-to-peer environment over a computer 

network. Sites a:re communicating with each other by passing messages. Sites are 

independent means that if a site fails, it can't affect the overall execution of the system 

and autonomous refers that they can execute their own data. Each site is assumed to have 

homogeneous database managelilent system. 

4.2 Group Structure 

We consider a group structure of N sites in a two dimensional matrix form. If there are n2 

sites in system then we can structure it in a two dimensional matrix form as N=nxn, the 

connection between each site is per-to-peer. 

4.3 Horizontal Replication Technique (HRT) in Group Structure 

Let us consider that the peer-to-peer network environment is consists of nxn sites 

(globally dispersed), and are logically organized in group structure. The sites in this 
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structure !}re designated as s(i,j), 1 :S i, j :S n. the horizontal site to s(i,j) is s(i,k) where 
- -

k=:j+ 1, k :S n. ifj = n then initialize j = 0. 

For example if a system consists ofN = 81, then it can be structured as N=nxn as N=9x9. 

The horizontally replicated sites to s(3,5) is s(3,6), to s(1,9) is s(l,l), and to s(9,9) is 

s(9;1) etc. 

_ 4.3.1 Group Structure for N=81 

We organize a group structure for N=81 as N=9x9, in which squares represents the sites 

which are connected by peer-to-peer network ( both way arrow represents the peer to peer 

communication between sites) and x~. x2, - - - , x81 inside the boxes are the master data 

files. The one way arrow represents that further site contains the horizontally replicated 

copies of previous site. 

s(i,k) replica of s(ij) where k = j+ 1, 1 :S i, j, k :59, if j = 9 put j = 0 . 
.-~--~---------

According to t~e above definition horizontally replicated sites to s(l, 1) is s(l ,2), to s(5,5) 

is s{5,6) etc. and the horizontal site to s{9,6) is s(9,7), to s{l,9) is s(l,l). 

xl -

! 
X1o 

0 
0 
0 

I. 

~ 

I x, 

: l 
:I x, 

t 
0 
0 
0 

I. 

I. 

~ • 

: 

x3 

! 
x12 

t 
0 
0 
0 

000 
~ 

000 

t 
0 
0 
0 

t t t 
I x,lt-----.td x,.l~---. -----+~:1 x" 1~-.. --+ 

000 8 : .. t -

Fig4.1 Example of group structure with N=9x9 sites 
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4.4 Row Set 

A set which is consists of horizontal sites is a row set and is denoted by R(s). Sites in the 

row set having common replica copies. 

Sites are processing different read or write request by transaction resulting the reduced 

query response time, databases are replicated row wise then it reduces the write operation. 

Let dr represents the number of data replication from each site. 

The number of row sets is equal to n, and the mth row set is denoted by Rm(s) form= 1, 2, 

3, ... , n [5]. 

The different row sets are 

R1(s) = {s(l,l),s(1,2),s(l,3), •.. , s(1,9)} 

R2(s) = {s(2,1),s(2,2),s(2,3), .•. , s(2,9)} 

R3(s) = {s(3,l),s(3,2),s(3,3), ..• , s(3,9)} 

..•..........•...•.••.•....••.•..•.......• , ..... . 

.. , ......•.............•......................... 

R9(s) = {s(9,1),s(9,2),s(9,3), ... , s(9,9)} 

R4(s) is one of the Row set and each site in this set will have the same replicas, {x2s, x29, 

X30, • • • , X36} • 

We can assigns vote on primary site of any data file and its horizontal replicated sites 

with vote one or zero otherwise (8]. · 

Let V be a voting assignment function on group structure and is defined as 

11"7 
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V(s(i,j))e {0,1}; 1 ~i,j ~n, 

Where V(s(i,j)) is the vote assigned to s(i,j) [5, 8]. 

We calculate total number of votes assigned to the primary sites and its horizontal 

replicated sites to use the quorum based replication protocol [8]. 

4.5 Communication Cost in HRT 

On replicated data read and write operation of the transaction performed on read and 

write quorum respectively. The communication cost of read or write operation is depend 

on the size of the quorum. 

Let CHRT,R and CHRT,w be the read and write communication cost in horizontal replication 

technique respectively. To calculate read/write communication cost DRG assumes equal 

read and write quorum sets [5], but in general it not happens. In HRT we consider read 

quorum 113 and write quorum 2/3 and take floor value. We compare read/write cost of 

HRT and ORG, in HRT the read cost is reduced and write cost increases according to the 

number .of sites. Lvx1 is the total number of votes assigned to master data file x1• Since 

cost directly depends on the size of the quorum therefore read/write cost is given by 

{;lquation ( 4.2) and ( 4.3) respectively. 

------------~---------------------(·~-1) 

--------~------------------------ (4.2) 

48 



4.6 Availability in HRT 

Let A(VXl,q) denote the availability, Where q is the quorum and Vis a vote assignment 

function on data item xl and defined as 

A(VXl, q) =probability{ at most q sites are available in S(Vx!)}, where S(Vx1) is the 

collection of replicas of master file x 1. 

Availability in DRG is defined as the probability that at least q sites in S(Vxt) are 

available, we have changed this probability from at least to at most in HRT. 

Let RAHRT represents the read availability in HRT, p is the probability; the value of 

quorum q reprel)ents at most site availability. From the above definition the read 

availability will be 

~( q! ) . . 
RAHRT = ~ . I( _ ')I (p)l (1- p)q-J , q::;n 

j=! J. q J . --------------------------- ( 4.3) 

q :5 n since we are considering that at most q sites are available. 

Let WAHRT represents the write availability in HRT, pis the probability; the value of 

quorum q represents at most site availability. From the above definition the write 

availability will be. 

q ( q! J 
WAHRT = .I ''( - ')' ;=q-l 1. q 1 . 

q:Sn ------------------ (4.4) 

q ::; n since we are considering that at most q sites are available. 
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4. 7 Simulation Results 
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Fig4.2 Read availability for n=9, j=3(initiates), q=5 

The read availability ofHRT and DRG is calculated by equations (4.3) and (3.3) and 

result is depicted in fig4.2. This graph shows the read availability of HRT and DRG 

on group structure for different probabilities p. The read availability for probabilities 

0.1, 0.2, 0.3, 0.4, is increased significantly, for probabilities 0.5, 0.6, 0. 7 read 

availability in HRT also increases than DRG while constant at 0.8 and 0.9 for both 

the techniques, from table 4.1 we can observe that how availability of sites varies for 

different probability in HRT and DRG. 
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Table4.1: Comparison between DRG and HRT read availability 

, . . -------r·-·------------1'·------·"r------"·----.. -T .. 
!Probability 0.1 0.2' 0.3 0.4: 0.51 0.6i 0.7, 0.8: 
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Fig4.3 Read communication cost 

The read communication cost ofHRT and DRG is calculated from equations (4.1) and 

(3.2), for different values of n say 3, 7, 9, 31 etc. and different number of sites say 9, 

49, 81, 961 etc. and results are depicted in fig4.3. This graph is plotted between 

numbrrs of sites and read cost. The lower line shows read cost in HRT and is reduces 

in comparison with DRG (whose read cost is represented by upper line), from table4.2 

we easily observe that for any number of sites the read cost of sites in HRT is reduced 

than the DRG in group structure. E.g. if group structure consists ofN=441 sites then n 

equals 21, the read cost in DRG is 11 while in HRT is 7. 
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Table4.2: Comparison between DRG and HRT read cost 

4. 7.3 Results of Write A vail ability 
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Fig4.4 Write availability for n=9, ij=3and q=5 

The write availability ofHRT and DRG is calculated by equations (4.4) and (3.4) for 

n=9, i, j = 3 and q = 5 and result is depicted in fig4.4. This graph describes that write 

availability of sites in DRG and HRT on group structure. Write availability decreases 

for probabilities 0.1, 0.2, 0.3 in HRT than PRG and then increases from 0.3 to 0.9 
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significantly. How write availability V(lries according to different probabilities we 

easily observe from table 4.3. 

Table4.3 Comparison between DRG and HRT write availability 
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The write communication cost of HRT and DRG is calculated from equations (4.2) and 

(3.2), for different values of n say 3, 7, 9, 31 etc. and different number of sites say 9, 49, 
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81, 961 etc~ and results are depicted in fig4.4. This graph is plotted between numbers of 

sites and write-communication cost. The upper line shows the write cost in HRT which 

increases than DRG (whose write costis given by the below line). so write cost in HRT is 

increases in comparison with DRG. Table4.4 describes write cost ofsites in DRG and 

HRT according number of sites. 

Table4.4 Comparison between DRG and HR T write cost 
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Chapter 5 

Conclusion 

Reliability of the DDBS doesn't come for free due to extra overheads like storing replica 

at several sites, replica synchronization, securing data at several sites, communication 

cost between replicas etc. Replication is an emerging and next generation technique in 

distributed database system, by replicating databases at several sites we provide altemate 

resources, so user can access or modify databases locally at reduced communication cost 

even in presence of failures. 

Correctness and availability are the two aspects for DDBS reliability we consider only 

availability of the alternate resources which increases the reliability ofthe system. 

In this dissertation, we proposed a replication technique, HR T (~orizontal Replication 

Technique) in group structure. In which we organized the 'sites in a two dimensional 

square matrix form (called group structure) and replicate data horizontally. We derive 

formulas to calculate the read/write availability and read/write communication cost by 

\ISing quorum based replication. On comparing the results ofHRT with results ofDRG by 

the means of graph, and observe that the read availability increases for different 

probabilities p = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 (lnd 0.7 while constant at p=0.8, 0.9 in HRT. 

The write availability increases for different probabilities p = 0.4, 0.5, 0.6, 0.7, 0.8, and 

0.9 while decreases at p=O.l, 0.2, and 0.3. 

Thus the overall read/write availability of sites increases by usmg HRT on group 

structure. According to number of sites the read communication cost of sites by using 
' . 

HRT is reduced on comparison with DRG while write cost increases. 

We will use the horizontal .replication technique on different DDBS models like 

heterogeneous, middleware, and try to minimize the write communication cost of 

transactions. 
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