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ABSTRACT 

Allocation of tasks to a group of robots working in unknown and 

dynamic environment is one of the fundamental problems in multi-robot 

systems. Dynamic task allocation is a category of task allocation in which 

allocation of task to group of robots is an ongoing process. Tasks allocation 

is adjusted according to the change in environment such as change in the 

state of robot, change in performance of robct, and change in the number of 

tasks or robots. 

In this dissertation, we have tried to explore how the task allocation is 

applied in dynamic environment and developed a scheme for Multi-Foraging 

in a group of robots based on Dynamic Task Allocation. Several experiments 

are conducted using MissionLab-7.0 (A Multi-robot simulator) based on the 

proposed scheme with varymg puck density, homogeneous and 

heterogeneous teams of robots on multi-foraging domain including objects of 

different sizes and colors. 

We have proposed an allocation algorithm and appropriate 

architecture for solving the problem of task allocation in dynamic 

environment in Multi-Foraging domain. 

With the help of simulation it is also shown how the problem of 

interference affects the performance of different group of robot. 

Experimental results are presented to demonstrate the effectiveness of the 

proposed scheme. 

At last, we concluded with a summary of the contributions of this 

dissertation in multi-foraging domain with some discussion on future work. 
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CHAPTER 1 

1. Introduction 

Since the early 1990s, a research on Group of Robots, operating m 

dynamic environment has been given a special attention by the researchers. The 

rapid development in hardware, and software associated with it, leads great 

interest in Multi-Robot research. The complex sensor device and robot controller 

improved the capability of robots for accomplishing the complex task such as 

localization, path planning, object transportation, object recognition and tracking 

etc, efficiently. 

The important aspect of the group of robots is the task mission as a whole. 

The group of robots are well suited for several application domains, which require 

highly coordinated task to be performed in dynamic and dangerous environment 

for example space, military, and rescue operation etc. 

Most research in multi-robot team has centered on the homogeneous 

teams, with works in heterogeneous systems focused primarily on mechanical and 

sensor differences. But team of identical robots are also interesting because they 

may be homogeneous or heterogeneous depending only on agent behaviors. The 

most important point of multi robot system is "they can work in cooperative 

manner" [ Gerkey and Mataric, 200 1]. In other words they have ability to achieve 

the task as compared to single robot. In this dissertation, We worked upon both 

types of teams, heterogeneous and homogeneous, to demonstrate the team 

behaviors of the robots. 

The foraging has a strong biological basis. The term "Foraging" comes 

from nature, which is seen in many insects (e.g. Bees, Ants) for food gathering. In 
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ant species, for instance, perform the forage task as they gather food. The foraging 

task is divided in two parts: simple foraging and multiforaging [Balch, 1999a]. 

The work presented in dissertation focus on Multi-Foraging. 

1.1 Foraging 

In simple foraging task, there is single type object and delivered on the 

single destination. The robot is to wander or search about the environment 

looking for object of interest or attractor. To encounter an attractor, the robots 

moves towards and grasp it. After attachment, the robot returns the object to 

specified home location [Balch, 1999a]. 

Foraging and collection task are the oldest and most studied problem in 

the team of robots. In these tasks, the robot or group of robots has to collect the 

objects scattered in the environment and assemble them on a predefined place 

called "home" location [Lerman and Galstyan, 2002]. Foraging robot teams are 

configured as either homogeneous or heterogeneous a priori, and then their 

performance is comparatively evaluated [Balch, 1999b] [Gerkey and Mataric, 

2003]. 

There are several reasons to study foraging in a group of robots. Besides 

providing a test-bed for the design of physical robots and their controllers, 

foraging serves as a useful framework for exploring many issues in the design and 

implementation of multi-robot teams. Additionally, deploying a team of robots to 

perform a collection or a foraging task is often of practical importance: it 

introduces robustness and parallelism. Many robots working in parallel manner 

may complete the task faster and failure of single robot doesn't affect the 

performance [Lerman and Galstyan, 2002]. 

Foraging is reduced to a problem of transportation when the locations of 

the sources and sinks are known. When there are multiple sources and sinks, the 

transportation problem becomes the Multi-Robot Task Allocation problem where 
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transportation tasks must be allocated to robots in a way that optimizes overall 

performance [Goldberg and Mataric, 2000] [Stone and Veloso, 1998]. 

1.2 Multi-Foraging 

In multi-foraging domain, different type of objects are randomly dispersed 

in the environment. The object can be of different color (i.e. red, green, blue etc). 

The task, multi-foraging, requires robot to collect different types of object and 

deliver them to different location according to their type [Gerkey and Mataric, 

2004]. 

The performance in multi-foraging task is defined as the number of object 

collected and properly delivered in a fixed time. Several environmental 

parameters like interference, obstacle in environment, type of robot, number of 

robots, field size affect the rate at which robot collect and deliver [Lerman and 

Galstyan, 2002]. 

This is extensive use of multi-foraging is find in many real world problem 

like mining operation, explosive ordnance disposal, and waste or specimen 

collection, rescue operation in different environment etc. 

1.3 Dynamic Task Allocation 

This dissertation is specifically concerned with the dynamic allocation of 

tasks. This is an important requirement for multi-robot systems operating in an 

unknown environment. The allocation of the tasks to a group of robot in such a 

way, that robot has to change its state continuously in response to change in 

environment that will enhance the overall system performance and complete the 

mission efficiently. 

The challenge faced by the designer is to devise a mechanism that will 

lead to a desired task allocation in a distributed Multi-Robot System that can work 
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robustly during the changing in environment. The challenge is made even more 

difficult by the fact that robots have limited sensing capabilities, due to the 

indirect communication with other robots and, therefore cannot acquire global 

information about the state of the world, the initial or current number of tasks 

(total or by type), or the initial or current number of robots (total or by assigned 

type). Instead, robots can sample the world (assumed to be finite)- for example, 

by moving around and making local observations ofthe environment. We assume 

that robots are able to observe tasks and discriminate their types. They may also 

be able to observe and discriminate the task states of other robots [Lerman et al., 

2006]. 

In the context of multi-robot coordination, dynamic task allocation can be 

viewed as the selection of appropriate actions for each robot at each point of time 

so as to achieve the completion of the global task by the team as a whole. From a 

global perspective, in multi-robot coordination, action selection is based on the 

mapping from the combined robot state space to the combined robot action space. 

Task allocation plays an important role to handle the Multi-Foraging in the 

different teams of robots. In multi-foraging task, there are different types of 

objects, can be of different colors, to be arranged on different random locations. 

In the task allocation mechanism robots use local observation of the environment 

to decide their task assignment. 

In this dissertation, I tried to explore how the task allocation is applied in 

dynamic environment. It includes development of a scheme for Multi-Foraging in 

a group of robots based on Dynamic Task Allocation. The experiment would be 

conducted using the proposed scheme with: 

• Varying puck density 

• Homogeneous and heterogeneous teams of robot 

• Extended multi-foraging task including objects of different shape 

in addition to different colors. 
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1.4 Organization of Dissertation 

The rest of this dissertation is organized as follows. In the next chapter, we 

discuss about the Background and Literature survey of the Dynamic Task 

Allocation, Multi-Foraging etc. 

Chapter 3 describes the Dynamic task allocation on Multi-Foraging in 

which we proposed the architecture of the problem and task allocation algorithm. 

In Chapter 4, we describe the implementation and result of the purposed 

work. We conclude in Chapter 5 with a summary of the contributions of this 

dissertation and future work. 
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CHAPTER2 

2. Background and Literature Survey 

One of the important trends in Multi-Robotic system is to study the group 

of robots as a team which works in coordinated manner. Most important 

advantage of the multi-robot system is that it can improve the ability of a single 

robot by cooperation and coordination. Extensive research has been done in this 

particular area. [Maja J. Mataric, 2000, 2002] research on control and learning in 

behavior-based multi-robot systems and dynamic task allocation, [Lynne E. 

Parker, 1997] designed the ALLIANCE that works in dynamic action selection 

for situation in which the robot fails if the mission changes, the robot team 

composition changes, or the environment changes, Ronald Arkin and Tucker 

Balch did work on behavior-based team formation in multi-robot [Yingying et al., 

2003]. 

Research performed under such titles as multi-agent robotics, distributed 

robotic system, decentralized robotics, swarm robotics (e.g., Fukuda, Nakagawa, 

Kawauchi & Buss (1988), Deneubourg, Theraulaz & Beckers (1991)), and 

cellular robotics etc, has focused on the investigation issues and applications of 

system composed of group of robots. Multi-robot teamwork is a complex problem 

consisting of task allocation, foraging, coordination and cooperation, 

communication etc. [Baghaei and Agah et al., 2002] 

2.1 Multi Robot Task Allocations 

As a result of the growing focus on multi-robot systems, multi-robot 

coordination has received significant attention. In particular, multi-robot task 
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allocation (MRTA) has recently risen to prominence and become a key research 

topic in its own right. As researchers design, build, and use cooperative multi­

robot systems, they invariably encounter the fundamental question: "which robot 

should execute which task?" (e.g. Brian P. Gerkey, Maja J Mataric) in order to 

cooperatively achieve the global goal. By "task," we mean a sub-goal that is 

necessary for achieving the overall goal of the system, and that can be achieved 

independently of other sub-goals (i.e., tasks). Tasks can be discrete (e.g. deliver 

this package to room 157) or continuous (e.g. monitor the building entrance for 

intruders) and can also vary in a number of other ways, including timescale, 

complexity, and specificity [Gerkey and Mataric, 2004]. 

2.1.1 Task Allocation 

The Complicated problem is divided in sub-problems, so that they can be 

solved easily and efficiently. For example foraging problem can be divided in 

avoid obstacle, pick object, search object etc sub-problems. These sub-problems 

are known as a task, which is necessary to achieve the overall solution of the 

given problem. The process of assigning a task to a robot, according to its type, 

and to the environment, is known as task allocation. The allocation of task is 

made in a way that reduce the overall mission completion time, this means that it 

enhance the overall system execution time. 

According to the allocation of the task, it can be divided in two parts that 

is Static Task Allocation and Dynamic Task Allocation. 

2.1.2 Static Task Allocation 

In static approach, tasks allocation is method ofrobot team formation, to 

perform during the system design. All robot has predefined and similar task (e.g. 

R.C. Arkin, T. Balch). The robot has to work according to its pre-allocated way. If 
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the environment changes, the system can fail. The information about the tasks and 

environment must be known in advance, like number of tasks, numbers of robots 

etc. If the complete information is not available, than the static task allocation is 

not possible. 

2.1.3 Definition of Multi-Robot Task Allocation 

Let us suppose, we have given m robots and n tasks. Each task required 

one robot. The performance of each robot is estimated and rank is given by some 

non negative number. The goal is to Assign(i,j) means lh task to /h robot in a way 

that can increase the overall performance of the system taking into account the 

priority of the task and the rank of the robot [Gerkey and Mataric, 2004]. 

But this definition has some limitations. There are problems of dynamic 

decision as there can be chances of robot failure and environment is dynamically 

changing very frequently (Gerkey and Mataric, 2003]. 

2.1.4 Utility Function 

The utility function is defined in order to provide a quantitative measure of 

the effectiveness estimated by each robot [Iocchi et al., 2003]. Each robot has to 

estimate the value or cost, or the fitness of action which is going to be performed. 

The estimation mainly include following factors [Gerkey and Mataric, 2004]: 

• Expected Cost of Resources, given the spatio-temporal 

requirement of the task. 

• Expected Quality of task execution, given method and equipment 

to be used. 

Let us suppose we have a robot R capable of executing a task T. Let CRT 

cost factor and QRr quality factors of task T. The Utility function can be defined 

as [Gerkey and Mataric, 2004]: 
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0 

if R is capable of Executing T and 

QRT>CRT 

Otherwise 

The definition of Utility function is an important issue used in Multi­

Robot System design. Utility estimates are not useful sometimes due to the noise, 

general uncertainty and change in environment, as they give wrong values. 

2.2 Classification of Multi-Robot Task Allocation 

While designing a multi-robot system, it is essential to understand what 

kind of task allocation problem is present in order to solve it in a principled 

manner. 

2.2.1 Axes of Task Allocation in Multi-Robot 

According to number of tasks and number of robots, [Gerkey and Mataric, 

2004] defines following three axes for use in des~ribing MRTA problems 

i. Single-Task Robots (ST) vs. Multi-Task Robots (MT) 

ST means that each robot is capable of executing at most one task at a 

time, while MT means that some robots can execute multiple tasks 

simultaneously. 
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ii. Single-Robot Tasks (SR) vs. Multi-Robot Tasks (MR) 

SR means that each task requires exactly one robot to achieve it, while 

MR means that some tasks can require multiple robots to accomplish it for 

example Box-Pushing. 

iii. Instantaneous Assignment (lA) vs. Time-extended Assignment 

(TA): 

lA means that the available information concerning the robots, the tasks, 

and the environment permits only an instantaneous allocation of tasks to robots, 

with no planning for future allocations. 

T A means that more information is available, such as the set of all tasks 

that will need to be assigned, or a model of how tasks are expected to arrive. 

The complete information about the task and environment is required before 

allocation. 

2.2.2 Organization of Tasks and Robots with respect to Assignment 

The taxonomy of task allocation is given as the combination of axes which 

are already explained in section 2.4.1. The taxonomy of Multi-robot task 

allocation is elaborated in following section which may be used as prescription of 

solutions [Gerkey and Mataric, 2004]. 

1. Single-Task Robot, Single-Robot Task, Instantaneous Assignment 

11. Single-Task Robot, Single-Robot Task, Time-Extended Assignment 

iii. Single-Task Robot, Multi-Robot Task, Instantaneous Assignment 

IV. Single-Task Robot, Multi-Robot Task, Time-Extended Assignment 

v. Multi-Task Robot, Single-Robot Task, Instantaneous Assignment 

VI. Multi-Task Robot, Single-Robot Task, Time-Extended Assignment 
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vu. Multi-Task Robot, Multi-Robot Task, Instantaneous Assignment 

vm. Multi-Task Robot, Multi-Robot Task, Time-Extended Assignment 

2.3 Dynamic Task Allocation 

Allocation of tasks to a group of robots working in unknown environment 

IS one of the fundamental problems in multi-robot system. The real world is 

dynamic in nature. To cope with such environment is very difficult as it do not 

have any centralized system for controlling the allocation of tasks in group of 

robots. In distributed multi-robot, the problem of task allocation is more complex 

due to the lack of global information about the environment as local sensmg 

limitation of each robot. Robot works in group on the basis of local sensmg 

information and local interaction [Lerman et al., 2006]. 

Dynamic task allocation is category of task allocation in which allocation 

of task to group of robots is an ongoing process. Tasks allocation is adjusted 

according to the change in environment such as change in the state of robot, 

change in performance of robot, and change in the number of tasks or robots. 

Each robot works independently in coordination of other robot as a group. The 

appropriate behavior is selected for each robot at each point of time so that overall 

accomplishment of mission can be achieved. Let's assume that we have an 

environment having number of available task. Robot chooses any task from that 

available task pool based on some rules and regulation, as given in figure 2.1 is an 

example of Dynamic Task allocation. 
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Figure 2.1: Dynamic Task Allocation 

To achieve the dynamic allocation, every robot has to work till all the 

tasks have not been accomplished. In homogeneous teams of robot, all robot 

works together to accomplish the mission as a group task without any 

specialization and differences in the behavior of robot. Each robot perform task in 

same manner as other robot in team. But in case of heterogeneous teams of robot, 

each robot is specialized to perform a particular type of task. Each robot involves 

in particular type of task at each point of time. If one robot completes one type 

task, it coordinated with others and involves in other task of different type to 

improve the overall performance of the system. From Multi-robot coordination 

perspective, dynamic task allocation is a mechanism of selecting and appropriate 
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action for each robot at each point of time so as to achieve the completion of the 

global task by the team as a whole [Ostergaard et al., 2002] . 

2.4 Multi-Foraging 

Multi-robot foraging has been studied by many researchers. In robotics, 

foraging is very important field of study to use in solving of many real world 

problems. Goldberg & Mataric and Parker works on design of behavior-based 

controller and Holland and Melhuish on reactive controller, for foraging and task 

collection [Lerman and Galstyan, 2002]. Arkin and Balch investigate several 

behaviorally strategy for robot foraging and impact of communication in foraging 

team (homogeneous and heterogeneous) [Balch, 1999]. There are following 

previous work as a contribution given by the different researcher in foraging 

[Lerman and Galstyan, 2002] : 

I. Task Type 

a. Collection [Beckers, Holland, and Deneubourg, 1994; Martinoli 

ljspreert A.J. and Gambardella L.M., 1999) 

b. Foraging [Mataric, 1992; Goldberg & Mataric, 2000; Nitz, Arkin, 

& Balch, 1993] 

II. System type 

a. Individual Robot 

b. Group of Robots (Homogeneous [Goldberg and Mataric, 2000] 

and Heterogeneous [Goldberg and Mataric, 2000; Parker, 1994]) 

III. Controller type 

a. Reactive (Holland and Melhuish, 2000; Martinoli ljspreert A.J. and 

Gambardella L.M., 1999) 

b. Behavior-Based [Mataric, 1992; Goldberg and Mataric, 2000] 
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c. Hybrid [Nitz, Arkin, and Balch, 1993] 

IV. Communication 

a. No Communication (Goldberg and Mataric, 2000) 

b. Direct (Nitz, Arkin, and Balch, 1993; Sugawara and Sano, 1997) 

c. Stigmergetic (through modification of the environment) (Holland 

& Melhuish, 2000; Vaughan, Sty, Sukhatme, and Mataric, 2000b) 

Foraging is one of the oldest and well studied problem in robotic. It is the 

modified form of robot collection problem. In robot collection problem robot or 

group of robot has to collect the object scattered in the environment on some 

random location. But in foraging, robot or group of robot has to collect the object 

on predefined location called "home". 

2.4.1 Multi-Foraging Task 

In simple foraging task, individual robot or group of robot has to collect 

the object scattered in environment on particular location. Multi-foraging task is 

the variation of simple foraging. It consists of different type of objects scattered in 

the environment. Robot or group of robots has to collect these objects on some 

particular location or different location according to types of objects. The multi 

means different type of objects not different types of robot. The object scattered in 

the environment is called "Puck:' and location on which these object are 

assembled are called "Home" location. [Lerman et al., 2006] uses two types of 

objects (pucks) in Multi-foraging domain that is PuckRed and Puckcreen· These 

objects are distinguished by the color. 

More formally we can define Multi-Foraging task in two steps [Goldberg 

and Mataric, 2000] 

A. Lets suppose we haven robots, where n is greater than 

and equal to 1, search selected regions of space for 

certain objects, and 
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B. Find the Puck;, and brought that Puck; to a Home location 

using some form of navigation. 

Where i is type of puck according to color. 

[Balch, 1999a] gives three types of strategies for multi-foraging. These are 

implemented and evaluated for performance and diversity: 

i. Behavior Homogeneous: 

In this strategy all the robot 

collect different type of objects and deliver them on 

corresponding type of home location. 

n. Territorial or Behavior Heterogeneity: 

In this scheme, [Balch, 

1999a] use two type of robot. One type robot is responsible 

for searching and delivering of the object near the boundary 

of the Home zone. And second type robot is responsible for 

collecting the object placed on boundary of home reg10n. 

This robot called sorting agent. 

iii. Specified By Color: 

In this scheme, some robot is 

specialized to collect one type of objects and rests of the 

robots are responsible for other type of object, in case of two 

color objects. It is also heterogeneous robot strategy. 

2.4.2 Behavior-Based Control for Multi-Foraging 

"Think the way you act" [Mataric, 2001]: The behaviors are observable 

patterns of activity emerging from interactions between the robot and its 
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environment. The behavior-based controller has strong biological inspiration. 

Most of the researchers working on multi-robotic system try to apply the social 

characteristics of insects on coordination in group of robots. The control policies 

find in various biological societies mostly in ants, bees, and birds, are used to the 

development of similar behaviors in cooperative robot systems [Mataric, 2001]. 

The Behavior-based controller consists of set of behaviors. [Lerman et al., 

2006] purposed a behavior based controller for Multi-Foraging consisting of 

following mutually exclusive behaviors: 

I. The Wandering: 

The behavior cause the robot to move forward, left or right 

randomly in the environment for searching. Sometime we called 

this behavior searching for the object or puck. 

II. The A voiding: 

This behavior causes the robot to tum either left or right 

direction randomly if there is any obstacle in the path of robot. 

III. The Puck Servoing: 

This behavior causes the robot to detect and move toward 

the detected object or desire type. The type can be on the basis of 

color or size or shape. [Lerman et a!., 2006] foraged only PuckRed 

puck and Puckcreen puck. If robot detect PuckRed puck then the 

foraging state of that is RobotRed and for green is Robotcreen· 

IV. The Grasping: 

This behavior causes the robot to pick up the desired type 

of puck in the gripper of the desire type of robot. 

V. The Observing: 
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This behavior causes the robot to observe the environment 

and store the information related to robots and puck information. 

All robots have same behavior-based controller. Depending on the 

relevant sensor input and state value, robot selects the appropriate behavior to 

activate from the above listed behavior. [Lerman et al., 2006] purposed the 

activation conditions for behaviors of the robot are described as follow: 

I. The Puck; Detected: 

The activation condition is true when robot detect an object 

or puck and robot current foraging state is Robot; and a puck of 

type Puck; where i can be either Red or Green. Robot uses some 

sensor that sensor and its range varies from robot hardware to 

hardware. 

II. The Obstacle Detected: 

This activation condition is true when robot detect some 

obstacle in a particular sensor range. If robot is holding puck and it 

detect another puck, in that situation that detected puck is 

considered as an obstacle. 

III. The Gripper Beak-Beam On: 

There is a sensor in the Jaws of robot to sense the 

availability of the Puck between the jaws of robot [Lerman et al., 

2006]. The sensor on/off state is depending on the presence of puck 

in the jaws of robot. If the Puck is in the jaws then the sensor state 

is on otherwise off. The Gripper Beak-Beam On activation 

condition is true when break-beam sensor detect the puck inside 

the jaws. 

IV. The Observation Signal: 
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This activation condition is true after the particular distance 

traveled by the robot from the last time the Observing behavior 

was activated. 

The relation between activation and behavior can be shown as m 

following table: 

Obstacle Pucktet Gripper Observation Activation 
Detected Detected Break-Beam Signal Behavior 

On 

X X X 1 Observation 

1 X X X Avoiding 

0 1 0 0 Puck Servoing 

0 X 1 0 Grasping 

0 X X X Wandering 

Table 2.1: Behavior Activation Condition [Lerman et a!., 2006] 

X Denotes the activation condition is irrelevant for the corresponding behavior. 

2.4.3. Multi-Robot Interference 

The robot works as a team to improve the overall all system performance. 

The group robots working in parallel may increase the collection of tasks. Since 

we increase the number of robots, the degrees of interference between robots 

increase accordingly. In the extreme case environment becomes crowded. In this 

way, the most oftime and energy of robot is wasted in avoiding other robots. 

[Balch, 1999a] defines interface as it is measured as time spent by the 

robot to avoid each other, when two robots attempt to occupy same object at the 

same time. Since interference may slow down the system performance. Several 

approaches are used to minimize the interference like communication and 

18 



cooperative strategies such as trail function, the bucket brigade etc. The 

[Goldberg et a!., 2002] suggests pack and caste negotiation method to decrease 

interference and for gathering efficient behavior. In Pack approach, each robot has 

assigned an order in pack hierarchy, the robot having higher order in hierarchy 

pick and deliver the object before the other robots. The Case approach is a 

Territorial strategy in which one robot is responsible for the final delivery of the 

objects from the boundary of home to home and rest of the robots are involved in 

collecting the objects on the boundary of the home. This interference time is 

minimized in heterogeneous pack system [Uchibe et al. 2001]. 

2.5 Methodology of Task Allocation 

In some cases, it will be possible to construct provably optimal solutions, 

while in others only approximate solutions are available. There are also some 

difficult Task Allocation problems for which there do not currently exist good 

approximations. Task allocation methodologies are explained in following 

section: 

2.5.1 Murdoch: Publish/Subscribe System 

Murdoch is auction based MRTA architecture used in heterogeneous team 

of robots. For Murdoch, the robots might have characteristics like multipurpose, 

can communicate, cooperative, distributive control and can determines its own 

progress etc. This architecture provides a tradeoff between communication 

overhead and solution quality, producing greedy solutions at a low cost, in a 

distributed manner [Brian et al. 2001]. 

It is a Dynamic Task Allocation mechanism in which each robot 

subscribes to a set of tasks based on available resources. Robot can subscribe to 

different message based on their capability and state information .. Murdoch 

declares and defines tasks' subjects referred to as subject-base addressing 
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including robot capabilities and robot states. The system then publishes that 

message. This message is addressed by contents and the robot who subscribed to 

that subject will receive the associated message. The Best Fit selection algorithm 

is used to choose the best robot from the registered robots [Baghaei and Agah et 

al., 2002] 

2.5.2 Auction Algorithm 

Auction algorithms are task allocation algorithm basically used in 

homogeneous teams of robot. These algorithms are guaranteed to produce optimal 

allocations, although they can incur significant communication overhead and take 

many rounds to converge to stability. This algorithm can be utilized in multi-robot 

task allocation applications, particularly suitable for parallel computation 

[Baghaei and Agah et a!., 2002] There are many auction algorithms, but 

Bertsekas(1992) gives one of the best-known algorithm as below: 

Algorithm 5.2 : ( Bertsekas Algorithm) 

1. Initially perform the following: 

a. Randomly assign Task to Robot 

b. Prices the tasks 

2. Randomly select Roboti, which don't have task any more. 

a. If no such robot then Market has reached stability 

Exit 

3. Find the Taski that increase the profit for Roboti 

4. Swap tasks between Roboti and robot that is currently assign the 

Taskj. 

5. Increment the price ofTaski. 

6. Return to Step 2. 

This auction algorithm is guaranteed to terminate with assignment of task 

with optimal utility [Baghaei and Agah eta!., 2002] 
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2.5.3 Ant Algorithm 

This method is on the basis of biology in ants. When ants move, they leave 

some pheromone from their tails. Amount of the pheromone affects the activity of 

other ants as they work in coordination through pheromone. The probability of 

following is depends on the higher pheromone on the tails. The Multi-robot is a 

distributed system in which robot can work alone or as a team member. 

The basic idea of ant algorithm is based on the adaptability of the group of 

ants for their environment changes. This approach can be considered as task 

allocation [Baghaei and Agah eta!., 2002] There are number of task and ants, task 

allocated to the ant depends on the probability function. The more difficult task 

has higher pheromone than easier one, hence higher probability. More pheromone 

attracts more robots toward that difficult task to cooperate and to accomplish it. 

An important feature of this approach is the indirect communication between ants, 

resulting in emergent behavior [Baghaei and Agah et a!., 2002]. 

2.5.4 Task Allocation as a Free Market Architecture 

This task allocation methodology is based on the free market system. In 

this technique, robot is self centered and managed as an economical entity. Each 

robot acts based on its own benefit. These separate benefits are added and 

generate total team profit. Higher the team profit, better the group performance. 

To achieve the better system performance, robots have to be cooperated to 

improve the overall benefits. 

The system performance is measured based on the Revenue/ Cost balance. 

Benefit = Revenue - Cost 

The ultimate goal is to maximize the benefits. This methodology is based 

on two function, cost function and revenue function. The revenue function maps 



method for performing a single task to its cost values. The calculation of the 

minimum value of the difference between the two functions results in a factor for 

selecting the most suitable task. Dynamic task allocation, group learning, and 

minimum communication dependability are some important features of this 

approach [Baghaei and Agah eta!., 2002] 

2.5.5 ALLIANCE 

L.E. Parker purposed ALLIANCE which is fully distributed, behavior 

based software architecture that is capable of providing robot teams that 
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Figure 2.1: ALLIANCE architecture [Parker, 1998] 

are able to deal with fault tolerance, dynamic action selection for 

situation in which robots fail, the mission change, the robot 

composition change, or the environment changes [Parker, 2002]. This 

is focused on up to medium size heterogeneous teams of robot. 
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ALLIANCE is behavior based controller use different sets of 

behavior for different tasks. Alliance process is executed for multi­

robot cooperation. Task allocation between different robots with 

different structure takes place in alliance [Baghaei and Agah et a!., 

2002] Motivational Behavior is used to control the process of 

selecting the appropriate action from the behavior sets. In this 

mechanism, two mathematical modeled motivations - impatience and 

acquiescence are used within each robot to achieve adaptive action 

selection. On the basis of current rates of impatience and 

acquiescence, sensor feedback and knowledge of other team member 

activities, the level of motivational behavior is calculated for 

corresponding behavior set. Once the level of abstraction is crossed 

the threshold, the corresponding behavior set is activated, and robot 

has selected an action [Parker, 2002] [Parker, 199,8]. The ALLIANCE 

is extended to self learning system L-ALLIANCE by incorporating the 

monitor for each motivational behavior within each robot. The 

monitor provides task-oriented action selection mechanism into 

behavior based system [Parker, 1997]. 

2.5.6 Broadcast Local Eligibility (BLE) using Port Arbitration 

Behavior (P AB) 

BLE is behavior based approach apply for task allocation with 

fixed priority tasks. Each robot has corresponding behavior for every 

task as it is capable of executing the task. BLE uses P AB technique 

for conflict resolution among robots. PAB uses a collection of 

Behavior Production Module (BPM) for programmed code to produce 

robot behavior. The local eligibility of the robot- is estimated by BPM 

as robot's utility for the task. Utilities are computed on the bases of 

sensor data. These utilities are broadcasted to all the robots through 

23 



interface port. The robot having best eligibility produces the desire 

behavior and inhibits other robot behavior [Gerkey and Mataric, 2003] 

[Baghaei and Agah et al., 2002]. [Werger & Mataric, 2000] design 

BLE algorithm to solve the problem of iterative task assignment in 

MRTA 

Algorithm: BLE Task Assignment 

1. If Roboti is idle then 

Find the Roboti for TaskJ which has highest 

utility 

Else 

Exit. 

2. Assign TaskJ to Roboti and remove them from 

consideration. 

3. Go To Step 1. 

2.5. 7 Team Formation-Based Task Allocation 

This technique is mainly used in robot soccer application and 

dynamic task allocation. A team formation decomposes the task space 

defining a set of roles. It includes as many roles as there are robots in 

the team, to fill each role by one robot. In addition, formations can 

specify sub-formations, which do not involve the whole team. A unit 

consists of a subset of roles from the formation, and intra-unit 

interactions among the roles. Homogeneous robot can flexibly switch 

roles within formations, and robots can change formations 

dynamically, so that pre-defined strategy evaluated at run-time. This 

change in robot internal state cause the change in external behavior 

and finally its effect on environment will change. In this way, new 
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task requirement acquiesced for other robots. The change in interstate 

of robot is communicated to other robots in order to generate a new 

team formation. This flexibility increases the performance of the 

overall team [Stone and Veloso, 1998] [Gerkey and Mataric, 2003]. 
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CHAPTER3 

3. Multi-Forging Based on Dynamic Task Allocation 

One of the greatest challenges in robotics is to create machines that are 

able to interact with unpredictable environments in real time. A possible solution 

may be to use swarms of robots [McLukin and Y amins, 2005] behaving in a self­

organized manner, similar to workers in an ant colony. Efficient mechanisms of 

division of labor, in particular series- parallel operation and transfer of 

information among group members, are key components of the tremendous 

ecological success of ants. Here we show that the general principles regulating 

division of labor in ant colonies indeed allow the design of the initial colony 

energy. The initial colony energy is proportional to the number of robots per 

colony. As a result of it the good modulation of the number of individuals 

engaged in the two possible activities: staying in the nest (inactive) and foraging 

(active). Finally, for some trials robots were programmed to recruit another robot 

when they identified a resource-rich area, thus imitating recruitment behavior 

observed in many ant species. Hence, the robots have generalized information 

about the overall colony energy, ways to avoid interfering with one another in 

space and time, and, in the last experiment, the ability to transfer useful 

information to others. (e.g. Michael J. B. Krieger, Jean-Bernard Billeter & 

Laurent Keller, 2000) 

3.1 The Overview 

World is dynamic, which is changing frequently according to moment of 

time. In real life, human being has to face the unknown and dynamic environment 
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which implies that we are trying to replace the human being by the robot to deal 

with dynamic environment. 

The role of dynamic task allocation in Multi-foraging domain requires the 

robots to divide their numbers by having some foraging for one type of objects 

(e.g. Green) and other for second types of objects (e.g. Red Color) and so on. 

More formally, the allocation of task to a group of robot in dynamic environment 

is called dynamic task allocation. The robot has to change its state according to 

the change in environment or action of the other robots in order to improve the 

overall system performance. The important point in dynamic task allocation in 

Multi-Foraging is selection of appropriate task at each moment of time to achieve 

the completion of the global task (collect all the objects to their corresponding 

home location(s)) by the team of robots. In the work we purposed an algorithm in 

Multi-Foraging domain on following situations: 

• Varying density of objects 

• Homogeneous teams and Heterogeneous teams of robot 

• Objects of different color, shape and size with single and multiple 

locations. 

The team of homogeneous and heterogeneous robots are compared with 

various object density, and team size with single and multiple home locations. 

3.2 Algorithms for Multi-Foraging 

The Team can be constructed as Homogeneous Team or Heterogeneous 

Team depends on the available task and requirement of the mission. In 

homogeneous team, all robots are of same type having same behavior-based 

controller. While the heterogeneous group of robots is focused on mechanical and 

sensor differences. The following algorithms are purposed for dynamic task 

allocation in Multi-foraging domain: 
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3.2.1 Homogeneous Teams of Robot: 

Homogeneous teams of robots consists of same type of robots having 

same type of hardware and software, to perform similar tasks. The main aim of 

the robots are to arrange the objects on single home location or corresponding 

home location based on the type of object. In homogeneous teams of robots, all 

the robots having same controller involved in foraging different types of objects. 

For Homogeneous teams of robots, following algorithms are suggested for 

dynamic task allocation in multi-foraging domain with the following assumption: 

Let there are total N task and M robots are involving in the mission. 

During mission execution, if Taskx,i has highest priority for Robof_j then this task 

Taskx,i is allocated to Robof_j where x is the different type of task based on color, 

or size, or shape and i andj are the task and robot number respectively. 

Algorithm 3.1: 

While Taskx, ; is available in the environment 

{ 

If RobotJ is Wandering for task Then 

o Find Taskx,i which has the highest priority for the 

Robof_j 

Taskx,i = MaxPriority(Taskx,i, Robo~) ; 

o Allocate Taskx.i to Robot1 

Allocate(Taskx,i , Robof_j ); 

o Remove The allocated task from task pool 

N = N- {Task ·} · X,l ' 

Endlf 

If New Taskx.k occurs in environment Then 

N = N U {Taskx.k}; 
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Endlf 

If RobotxJhas Taskx,i Then 

o Deliver Taskx,i on corresponding Home or Homex; 

o Make Roboy HasObject state Null. 

Endlf 

} 

End Loop. 

The MaxPriority(Taskx,; , Robo~) Function is used to find the Task 

which has the highest priority in the wander robot sensing area. The Priority is 

calculated in two ways: 

I. According to the distance between Object and Robot when 

robot is away from home 

If distance(Objectx,i , Robo~) < distance(Objecty,; , Robotj) 

then 

Retum(Objectx,;) 

Else 

Retum(Objecty,;) 

Endif 

II. According to the distance between Object and Home 

Location when robot is at Home or Homex. 

If distance(Objectx,;, Home or Homex) < distance(Objecty,; , 

Home or Homex) then 

Retum(Objectx,;) 

Else 

Retum(Objecty,;) 

Endif 

In homogeneous teams of robot all robot has sarne behavior and behavior 

based controller. The team of robots has internal coordination and works in 
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cooperation. If one robot is not able to perform one task, the task is shifted to 

another robot to handle the failure of one robot. 

3.2.2 Heterogeneous Teams of Robot: 

In Heterogeneous teams of robot consists of different types of robot 

having different type of hardware and software, which are specialized in 

particular type of task. 

Let there are total N task and M robots are involving in the mission. 

During mission execution, ifTaskx,i has highest priority for Robotx,J then this task 

Taskx,; is allocated to Robotx.J where xis the different type of task based on color, 

or size, or shape and i and j are the task and robot number respectively 

Algorithm 3.2: 

While Taskx,i is available in the environment 

{ 

If Robo!_j is Wandering for task Then 

o Find Taskx,i which has the highest priority for the 

Robo!_j 

Taskx,; = MaxPriority(Taskx,;, Robot xJ) ; 

o Allocate Taskx,i to RobotxJ 

Allocate(Taskx,i, RobotxJ ); 

o Remove The allocated task from task pool 

N =N- {Task ·}· 
X,l ' 

Endlf 

If New Taskx,k occurs in environment Then 

N = N U {Taskx.d; 

Endlf 
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If RobotxJhas Taskx,i Then 

o Deliver Taskx,i on corresponding Home or Homex; 

o Make RobotxJ HasObject state Null. 

Endlf 

} 

End Loop. 

The MaxPriority(Taskx,i , RobotxJ) Function is used to find the 

Task which has the highest priority in the wander robot sensing area. The Priority 

is calculated in two ways: 

I. According to the distance between Object and Robot when 

robot is away from home 

If distance(Objectx,i , Robo1j) < distance(Objecty.i , Robo~) 

then 

Retum(Objectx,i) 

Else 

Retum(Objecty,;) 

Endif 

II. According to the distance between Object and Home 

Location when robot is at Home or Homex. 

If distance(Objectx,i, Home or Homex) < distance(Objecty,i, 

Home or Homex) then 

Retum(Objectx,i) 

Else 

Retum(Objecty,;) 

Endif 

In this algorithm RobotxJ is specialized to perform x types of tasks e.g. 

RobotRedJ is specialized to forage the Red Objects on particular home location 

and RobotareenJ is specialized to forage the Green Objects. There can be two types 
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of home location in Multi-foraging. In first type, there is single home location and 

all the robots have to collect all the objects of different type on this location only. 

In second type, there is multiple home location e.g Red-Home, Green-Home etc. 

The red and green objects are collected on Red-Home and Green-Home location 

respectively. 

An expansion of heterogeneous teams of robot that makes system more 

robust and robot works in more coordinated way. In this expansion, if RobotxJ 

finish all Taskx.i then its moves to accomplish the Tasky,i tasks. Each robot 

involves in foraging until the mission is not over to increase the over all 

performance of the system and to cope the changing environment. 

3.3 Robot Behavior Finite State Automata(FSA) 

The FSA is a representation of continuous states used to activate most 

relevant continuous process operating in behavior-based robotics. FSA is 

designed to sequence from one state to another. The behavior control for each 

robot is encapsulated in sensor motor. FSA consists of related states which 

execute the related behavior for robots working in dynamic environment. It acts 

as behavior manager. 

where: 

Formally, the FSA machine M is defined as quadruple (Q, o, q0, S) 

o Q is set of allowable states 

Q = {qo, qt, q2, q3, ... }; 

o o is transition function used to map the current 

executing state to same state or another continuous 

states. 

o: qo- q1 

o q0 is Initial state from where we'll start FSA. 

o S is set of accepting states and S subset of Q. 

An example of FSA that is represented by quadruple: 

32 



The FSA for the robot performing task in Multi-foraging domain 1s 

representing in figure 3.1. The FSA consists offollowing states: 

Q = {Start, Wander For Object, Pick up Object, Avoid Obstacle, 

Wander for Home, Move toward Home, Deliver Object, Stop} 

qo = {Start} 

() is transformation function which is used to convert one state to another 

based on Activation Condition like ObjectDetect, ObstacleDetect, HoldingObject, 

HomeDetect, NearHome etc. FSA states are explained as bellow: 

o Start 

It is an initial state. That determines the starting of the 

miSSIOn. 

o Wander for Object 

After start state, robot moves to wander state and start 

wandering in random direction searching for the object of 

particular type scattered in the environment. If ObjectDetect=l 

then it moves on Pick up Object state. If ObstacleDetected=l then 

A void Obstacle state is activated. 

o Pick up Object 

When ObjectDetect=l, robot activate Pick up Object state. 

Robot grasps the object and moves in wandering state while 

holding the objects. 

o Avoid Obstacle 

While robot detects an obstacle, it activates Avoid Obstacle 

state. This state is incorporate with wandering behavior of the 

robot. 
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Obstacle Detect= 

HoldingObject=O 

ObiectDetect=O 

ObiectDetect=l 

Avoid 
Obstacle 

Figure 3.1: Finite State Automata for the robot for foraging task. 

o Wander for Home 

When robot pick up an object (HoldingObject= 1) then 

robot start searching for the appropriate Home location according 

to the type of object. The obstacle avoidance is still there. 

o Move toward Home 

When robot detects Home location (DetectHome=1) then it 

move toward that home to deliver the object. 
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o Deliver Object 

Robot drop the object near home location and again move 

to next state depends on the availability of objects in the 

environment. It the DetectObject=O then robot moves to stop state 

else it moves again to Wander for Object state. 

o Stop 

In this state, robot has no more task and it stop working and 

moves to stop state. 
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CHAPTER4 

4. Implementation and Results 

The simulation system is utilized to perform experiments with various 

control strategies for the robot team and team organizations, evaluating the 

comparative performance of the strategies and organizations. The objective of the 

robot team, once deployed in an environment with multiple tasks, is to accomplish 

as many tasks as possible. The simulated robots are capable of navigation through 

the environment, and can communicate using simple messages. The simulator 

maintains the world, provides each robot with sensory information, and carries 

out the actions of the robots. The simulator keeps track ofthe tasks completed by 

robots and the elapsed time, in order to evaluate the performance of the robot 

teams. The robot teams can be composed of homogenous robots or heterogeneous 

robot. In homogeneous robot, identical control strategies are used to generate the 

behavior of each robot in the team. But in heterogeneous robot, particular type of 

control strategies are used depends on the type of task. 

This chapter presents the implementation of the purpose algorithms using 

MissionLab-7.0 simulator. In order to experimentally demonstrate the dynamic 

task allocation in multi-foraging domain an artificial environment is used as a 

physically realistic environment. My simulation experiments were performed 

using multi-robot simulator MissionLab-7.0. 

4.1 The Simulator 

The simulator is provided with a variety of parameters to specify the scope 

of the experiment and then displays the robots as they are working in real 
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environment. In each time step, a robot uses its sensors to detect objects, and the 

sensory data is then mapped to the rule sets (Behavior-Action pairs), resulting in 

the associated action. MissionLab-7.0 is a 2-D and 3-D GUI based multi-robot 

simulator. It consists of powerful set of software tools for developing and testing 

behaviors for single robots and a group of robots. Code generated by 

MissionLab7.0 can directly control commercial robots. ATRV-Jr I Urban Robot 

(iRobot), AmigoBot I Pioneer, MRV2, Hammer, and Nomad are among those 

robots MissionLab-7.0 has supported successfully. A primary strength of 

MissionLab-7.0 is its support ofboth simulated and real robots. A developer can 

experiment with behaviors in simulation and then run those same configurations 

on mobile robots. 

For more detail please refer to Appendix A. 

4.1.1 Simulation Parameters 

Before execution ofthe mission, there are some parameters which we have 

initialized at the initial stage of experimentation. Our complete mission is 

basically consists of three main component, robot, puck and mission area. Every 

component has some parameter. The parameters for our mission are specified in 

Table 4.1. 

Parameter Name or Value Parameter Name or Value 
No. ofRobots 2-8 Mission Area 31 x 30 (meter) 
Type ofTeam Homogeneous and Start Point (2.5,3.0) 

Heterogeneous 
Robot Radius 0.70 meter Distance to the 5 meter 

Area edge 
Name of MRV2 Mission Execution Variable 
Robot Time 
No. ofPuck 20 to 54 
Type ofPuck 2-3 
Puck Radius 0.3 meter 
Number of 1 or 3 
Home 
Home Radius 1.5 meter 

Table 4.1: Sunulat10n Parameters 
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4.1.2 Team and Environment Configuration 

The group can be composed as team of Homogeneous or Heterogeneous 

robots. Several experiments are conducted on different number of robots and 

various puck densities. In Multi-foraging domain there can be single and more 

than one home on which robot has to collect the Puck of desired type. So 

according to team composition, I divide configuration in two groups. 

Homogeneous Group: In this composition, the team is group of 

homogeneous robots as given in table 4.2. 

Team Team Types of Object (Color) Number 
Composition Size Red Green Blue Total of Home 

Homogeneous 2 12 8 0 20 1 
Homogeneous 3 12 8 7 27 1 
Homogeneous 3 12 8 7 27 3 
Homogeneous 6 24 16 14 54 3 

Table 4.2: Detail of the task and homogeneous group 

Heterogeneous Group: In some situation homogeneous robot is not able 

performed better. To overcome these situations we need different 

specialized robot called heterogeneous robot. In the simulation on 

heterogeneous robots the following configuration group is used (Table 

4.3). 

Team Team Types of Object (Colon Number 
Composition Size Red Green Blue Total of Home 

Heterogeneous 2 12 8 0 20 1 
Heterogeneous 3 12 8 7 27 1 
Heterogeneous 3 12 8 7 27 3 
Heterogeneous 6 24 16 14 54 3 

Table 4.3: Detail ofthe task and heterogeneous group 
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as: 

There is multiple home location and multiple types ofPuck defined 

Home = {Home_ Red, Home_ Green, Home_ Blue} 

Puck = {Red_ Object, Green_ Object, Blue_ Object} 

4.2 Implementation 

Each experiment is carried out using MissionLab-7. 0 and is treated as a 

mission. The mission is defined by Configuration Description Language (CDL). 

The algorithm can be written in CDL or CNL (Configuration Description 

Language). The CDL includes a Graphical configuration editor (CfgEdit) that is 

used to specify the instantiation and coordination of primitives and not their 

implementation. Therefore, each of the primitives must have a CDL definition 

which specifies the programming interface. 

4.2.1 FSA and Activation Condition for Robot 

For every robot, there is a different behavior controller that represent as 

Finite State Automata. FSA based mission specification consist of one or more 

than state with a trigger. Once the condition in the trigger got true, the robot will 

transition to the next state to which the trigger is pointed. 

I. Homogeneous robots: The Figure 4.1 presented the operating behavior and 

specified the FSA required implementing the task allocation in multi­

foraging domain having single home. The Figure 4.2 is the FSA for three 

home location. Table 4.4 represents the conditions Activation for the robot 

having behavior in Figure 4.1 and Table 4.5 for Figure 4.2. 
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location. 

Detect 
Object; 

0 

1 

1 

0 
X 

X 

N.ar 
Red_Objed 
Gre~_Objed 
Blu•_Objed 

UnD•t"ct 
R.d_Obj~d 
Green_Ob jed 
Bl ue_Objed 

Figure 4.1 FSA for Homogeneous Robot with single Home 

NearObject; Holding Detect NearHome 
Object; Home 

0 0 X X WanderForObject 

0 0 X X MoveToObject; 

I 0 X X PickUp; 

0 1 0 0 WanderForHome 

X 1 1 0 MoveToHome 

X 1 1 1 Putln; 

i E {Red, Green} 

x represent that condition is not applicable. 

Table 4.4: Behavior Activation Condition for Single Home 
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Figure 4.2 FSA for Homogeneous Robot with three Home 

locations. 

Detect NearObject; Holding Detect NearHome 
Ob_ject; Object; Home 

0 0 0 X X WanderForObject 

1 0 0 X X MoveToObject; 

I 1 0 X X PickUp; 

0 0 1 0 0 WanderForHome 

X X 1 I 0 MoveToHomej 

X X 1 1 1 Putlnii 

i E {Red, Green} j E{Red_Home, Green_Home, Blue_Home} 

x represent that condition is not applicable. 

Table 4.5: Behavior Activation Condition for Multiple Homes 
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II. Heterogeneous robot: In heterogeneous team of robots, every robot is 

specialized for a particular type of task hence we use to design different 

FSA for every robot. The robot RobotRed is used to detect and collect the 

Red_ Object, Robotoreen and Robotstue used for Green_ Object and 

Blue_Object respectively. The Figure 4.3 represents the FSA for RobotRed, 

the Figure 4.4 and Figure 4.5 used for Robotoreen and Robotstue respectively. 

Table 4.4 represents the conditions Activation for the single Home location 

and Table 4.5 for three Home Location, for the robot represent in Figure 4.3, 

Figure 4.4, and Figure 4.5. 

dgedit v7.0.00 {c) Georgia Institute of Te<:hnology 

!:_ile ~dit Layout £0nfigtre !:.ibnries !inding ~t 

File: SunilHetro-J.cdl ~ Architect..-e: AIJRA 1 C...rent Puge: FS#.I 

COnstruction 

start over-11 

~-~ I I 
~-" II 

Nal_p:lints II 
f'oth f' l r.lfl II 

Execution 

/\nul tJze 11 

COIIIJiil e II 
Rl.lfl II 

!!elP 

Figure 4.3: FSA for the RobotRed Specialized to Collect the Red_ Object to 

Home Red 
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I Puth Pl llfl II 
Executioo 

Mtulyze II 
C0111pile II 

Htlfl II 

I 

Figure 4.4: FSA for the Robotoreen Specialized to Collect the Green_ O~ject to 

Horne Green 

The FSA shown Figure 4.3 to Figure 4.5 are used for different robot. Each 

FSA consists of set of states and corresponding triggers. For example given in 

Figure 4.4, the initial state (behavior) of the robot is start state. When robot detect 

a green object in the environment, the detect Green_ Object trigger fired and robot 

transit to next state that is MoveTo Green_object and so on. At end, if robot not 

detect any object, it MoveTo Horne_Base and stop the foraging. The whole is 

procedure is game of states and triggers. 

43 



File: suniJ Het..-o-3 .cdl Archi tecb.-e: AI.M cu·...-ent Polj@: FSA2 

Navigation 

Ill~ 1 Level llll 
Construction 

I start OVer jl 

I ~-~ Jl 
I ~_.. I I 
I Haypoints II 
I Poth P hm II 
Execution 

J\l'lllli)Ze II 
CORpile II 

Rlrl II 

~1:1 )( 

!!elP 

..J 

Figure 4.5: FSA for the RobotBlue Specialized to Collect the Blue_ Object to 

Home Blue 

4.2.2 Compilation and Execution 

After designing the FSA for robot of particular type, the team of 

Homogeneous or Heterogeneous IS constructed depends on the mission 

requirement as shown in Figure 4.6. 
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Now we can create a robot executable by Compiling the Configuration 

Description Language (CDL) file as represented by the Figure 4.7. After 

compilation the mission is ready to use. 

[ llr [dtt IG#M ~~~ ..... tll•r•ll'l !11'11."1 ~~ 

1•: SWlUMftrCt-~ tlf! Hd'llti!Ct."" lfM.. Orrfll't · iMf )1)9 

lllwlpU• 

E 

-1 
Figure 4.7: Compilation of robot 
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We have to initialize some parameter before execution according to the 

requirement of mission. There are following Runtime Options like Simulated 

robot or Hserver, overlays file , Show robot state, 2-D or 3-D visualization of the 

execution, and Mission expiration time that is used to terminate the mission in 

unusual situation or infinite execution. The mission runtime option is given in 

Figure 4.8. During the initial step of running state, simulator launches the robot 

in given environment where object are scattered randomly. The environment is 

created by Overlays file, that consists of mission are, starting point, obstacle, 

description of objects like radius, position and color etc., description of Home 

position, type of home etc. We can add the obstacle and new objects during the 

run time. The Figure 4.9 to 4.11 shows the environment and state of robots 

performing multi-foraging. In following figure the shape 41 
represents Robot, and shapes e e e represent object of red, green and 

blue color respectively. 

file CO!!figu-e ~ .Qptions C011p05s Help I 
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Figure 4.9: Execution of three Homogeneous Robots with single Home location. 
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Figure 4.10: Execution of three Homogeneous Robots with three Home 
locations and different size objects. 
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Figure 4.11 : Execution of six Homogeneous Robots with three Home 
loc.ations. 
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Figure 4.12: Execution of three Heterogeneous Robots with three Home locations 

and objects of different sizes. 
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In Figure 4.12, the we have following shape: 

Represents RobotRed 

Represents Robotcreen 

Represents RobotB!ue 

In homogeneous group, robots start wandering for the pucks or objects. It 

moves towards the object that is under the range of sensor and it is closer than 

other objects. In case of single home location robots consider the entire objects as 

same type and they just pick the objects and drop at home(s) location(s). But in 

case of multiple home location robots detect the particular type objects and drop 

them on corresponding home location according to their types for example if 

robot detect red object, it pick and move toward and drop at Red_ Home location. 
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This process will continue until there is more objects in the environment or all the 

objects are not on their home locations. 

In heterogeneous group, robots are specialized for particular type of tasks. 

RobotRed is expert to forage the red objects and Robotr;reen is for green objects. 

The RobotRed robots wander only for red pucks or objects and RobotGreen for green 

objects. For multiple home locations after holding the desired type object, robot 

start wandering to search the appropriate home for that object. The RobotRed robot 

picks only red object and deliver it on corresponding Red_Home location. After 

dropping the object the robots move back to the environment. 

4.3 Simulation Results and Analysis 

Three important variables in the experiments were the number of robots in 
each group, the types of objects, and the number of home location. 

4.3.1 Comparisons of Homogeneous and Heterogeneous Group 

The performance of the dynamic task allocation in multi-foraging is 

examined experimentally. Several experiments are conducted to test the 

performance of framework of robot teams with different number of objects 

scattered in the environment in terms of total time to accomplish the overall 

mission for multi-foraging domain. 

For the first experiment there are two groups of robots one 1s 

homogeneous group and the other is heterogeneous group consisting of two 

robots in each team. There are 20 objects of two colors, Red and Green, are 

scattered in 31 x30 meter environment (as shown in Table 4 .1 and 4.2) . The robots 

search for objects and collect on the single predefined home location. 

To measure the performance of the system, total foraging time is measured 

for each robot of both teams as shown in Table 4. 6. 
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Foraging Time (Seconds) 

Type of Group Robot 1 Robot 2 Total 

Homogeneous 68.132 61.205 129.337 

Heterogeneous 69.55 68.473 138.023 

Table 4.6: Foraging Time for team of size two for single Home 

According to graph shown in Figure 4. 13, we find that homogeneous team 

performs better than heterogeneous as team size is very small and single home 

location speeds up the execution of the mission execution. 

135 

~ 125 - 115 
.~ 105 --+- Homogeneous 
~ 

·t 
95 - Hetrogeneous 
85 
75 = ~ 65 
55 

Robot 1 Robot2 Total 

Figure 4.13: Comparison of Heterogeneous and Homogeneous Groups size 

oftwo 

In the second experiment, the group size as well as number of objects and 

type of objects are increased. Three types (Red, Green, and Blue) of 28 objects 

with different size are scattered in 31 x30 meter environment (as shown in Table 

4.1 and 4.2). 

To measure the performance of the system, total foraging time is measured 

for each robot of both teams as shown in Table 4. 7 

Foraging Time (Seconds) 
Type of Group Robot 1 Robot 2 Robot 3 Total 
Homogeneous 57.29 53.52 49.79 160.60 
Heterogeneous 40.16 65.64 58.70 164.50 

Table 4.7: Foraging Time for team of size three with single Home 
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According to graph shown in Figure 4.14, we find that performance of the 

group is just like first experiment. 

j 155.00 
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Figure 4.14: Comparison of Heterogeneous and Homogeneous Groups size 

of two. 

The third experiment is totally based on multi-foraging domain that 

consists of multiple types of home locations beside multiple types of objects. Now 

we have three home locations, Red_ Home for red objects, Green_ Home for green 

objects, and Blue_Home for blue objects. Three types (Red, Green, and Blue) of 

28 objects of different size are scattered in 31 x30 meter environment (as shown in 

Table 4.1 and 4.2). The robots search particular type of objects and drop them on 

their corresponding home location. 

Table 4.8 shows the time consumed by each robot to complete the 

mission. 

Foragin~ Time (Seconds) 
Robot 1 Robot 2 Robot3 Total 

Homogeneous 67.772 67.375 73.614 208.761 

Heterogeneous 77.749 41.454 62.124 181.327 

Table 4.8: Foraging Time for team of size three with three Home locations 

By looking at the Figure 4.14 we can say easily that in Multi-Foraging 

domain, heterogeneous team performs better as compare to homogeneous. 
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Figure 4.15: Comparison of Heterogeneous and Homogeneous Teams of size 

three with three Home locations 

The experiment four involves more number of objects and robots than 

previous experiment. The group has six robots and environment has 54 objects of 

three types are scattered in same 31 x30 meter environment (as shown in Table 4.1 

and 4.2). The Foraging time of mission reading is given in Table 4.7. 

Foragin J Time (Seconds) 
Type of Robot Robot Robot Robot Robot Robot 
Group 1 2 3 4 5 6 Total 

Homogeneous 79.86 84.65 80.12 51 .06 96.03 77.20 468.93 

Hetrogeneous 55.99 76.81 57.55 50.10 72.78 51.70 364.93 

Table 4.9: Foraging Time for team of size six with three Home locations. 

We can see clearly in Figure 4.15 that heterogeneous group of robots 

perform better than homogeneous group of robots as the team size increases. 

Homogeneous team tasks more time due to internal competition among the group 

members. 
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Figure 4.16: Comparison of Heterogeneous and Homogeneous Teams of size six 

with three homes 

4.3.2 Interference in Homogeneous Group 

Interference is cause when more than one robot tries to grasp the one 

object at same time. This problem is more in homogeneous robot. Larger the size 

of the group greater is the degree of interference between the robots. If the size of 

environment is fixed and size of robot group is increasing, after an optimal team 

size the foraging efficiency of system starts decreasing due to interference. Many 

missions are executed to demonstrate the interference in group of robots. 

In this experiment to observe the effect of the size of group of robots on 

performance, the task allocation is applied on a group of robot size varying from 

two to eight in multi-foraging domain. 
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The numbers of objects are 54 of three types as given in Table 4.1. Figure 

4.16 shows the interference between two robots at the time of mission execution. 

Table 4.8 gives the different mission completion time for multi-foraging with 

different size of groups. 

Homogeneous Team 
Team Size Total Time 

3 197.85 
4 185.37 

5 183.24 

6 174.42 
7 189.23 
8 197.49 
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Table 4.10: Foraging Time (sec) for Homogeneous Team 

In Figure 4.17, we can see that foraging time is decreasing from group size 

three to six. After six the time is starts increasing. The foraging time for group 

size seven is more than group size six and group size eight is greater than group 

s1ze seven. 
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Figure 4.18: Foraging Time (sec) for Homogeneous group 

In this experiment it is observed that group size six is an optimal size for 

the above environment for homogeneous robots. 
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CHAPTERS 

5. Conclusion 

In this dissertation a Dynamic Task Allocation mechanism is 

proposed for Multi-Foraging domain using groups of robots in dynamic 

environment. The multi-foraging scenario is analyzed for homogeneous 

and heterogeneous group of robots. This architecture is fully distributed at 

the level of individual robot and the group of robots. At the individual 

robot level, appropriate behavior is executed based on the behavior 

activation condition to perform a particular task. At the group level, each 

robot selects task individually based on the priority of the task without 

having any centralized control system. 

A full implementation of proposed scheme is presented using multi­

robot simulator MissionLab-7 .0 developed by Georgia Tech Mobile Robot 

Laboratory. It is demonstrated by simulation how groups of robots can be 

used to produce dynamic allocation in the context of multi-foraging. 

Several experiments are conducted with different team stzes, 

number of objects and object types both for homogeneous and 

heterogeneous robots. Simulation results are quite encouraging and 

establish the effectiveness of proposed scheme. 

The current implementation employs up to eight robots, but the 

approach can easily be scaled to an arbitrary number of robots. The 

problem that we anticipate with large number of robots is the increasing 

amount of interference between robots that diminishes more to the 

performance of homogeneous team as compare to heterogeneous team of 
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robots. A heterogeneous team of robot is more comfortable with different 

types of tasks and performs better in large group as it is less prone to 

interference. The other problem is with the size of objects. The proposed 

algorithm is working well on objects of different sizes with the maximum 

object size limited to the capacity of single robot. If the object size is very 

large that can not be picked up by one robot then two or more robots 

would be needed. Therefore, further extension would be required to deal 

with the objects of larger size. 

In future work we can extend this strategy to evaluate and analyze 

the priority of tasks based on other states and communication among 

robots with more complex scenarios so that by using the proposed 

algorithm, the system can be made more robust and intelligent. 

Further work would be required to test and evaluate the system in 

real-world scenarios like mine finding and collecting in military 

operation, trash collection on the different locations, and other rescue 

operations etc. 
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APPENDIX A 

A. MissionLab Overview 

MissionLab is a powerful set of software tools for developing and testing 

behaviors for single robots and a group of robots. Code generated by MissionLab 

can directly control commercial robots. ATRV-Jr I Urban Robot (iRobot), 

AmigoBot I Pioneer AT I Pioneer 2DX (ActivMedia, Inc.), and Nomad-150 1200 

(Nomadic Technologies, Inc.) are among those robots MissionLab has supported 

successfully. A primary strength of MissionLab is its support of both simulated 

and real robots. A developer can experiment with behaviors in simulation and 

then run those same configurations on mobile robots (Figure AI). MissionLab 

has a distributed architecture. Thus, the main user's console can run on one 

computer while multiple robot control executables are distributed across a 

network, potentially on-board the actual robots they control. 

The core of the MissionLab tool-set is composed of stx pnmary 

components: 

AI mlab: mlab is a console-like program from which a user monitors the progress of 

experimental runs of the robot executables. Locations of the robots and detected 

obstacles are examples of various data mlab can monitor. When mlab is used for 

simulation (as opposed to controlling mobile robots), it serves as a sensor and 

actuator simulator from the point ofview of the robot executable. On mobile robots, 

the actual sensors are used instead. 

All CfgEdit: The Configuration Editor, or CfgEdit, is a graphical tool for building 

robot behaviors. The designer can build complex control structures with the point 

and click of a mouse. CfgEdit generates source code which, when compiled, can 

directly control a simulated or real robot. 
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A.III CDL: The cdl code generator translates the CDL (Configuration Description 

Language), which is generated by CfgEdit, into CNL (Configuration Network 

Language) code. In general, users will not need to be concerned with CNL. 

However, because programming in CNL is very similar to programming in the C 

language, advanced users may develop their own primitive behaviors and store 

them as a library and/or write their own control programs without using CfgEdit. 

A.IV CNL: The cnl compiler compiles CNL code generated by the cdl code generator, 

and produces C++ code. Once this C++ coded is compiled with the GNU C 

Compiler (gee), the compiled program (or robot executable) may now directly 

control a robot. The cnl compiler is automatically invoked by CfgEdit when needed. 

A. V HServer: HServer (Hardware Server) directly controls all the robot hardware, 

either via TCPIIP or a serial link, and provides a standard interface for all the robots 

and sensors. The CfgEdit generated code uses this standard interface to control the 

real robots. HServer also provides direct control, configuration, and status of the 

robots and sensors. 

A.VI CBRServer: CBRServer (CaseBased Reasoning Server) generates a mission plan 

based on specs provided by the user by retrieving and assembling components of 

previously stored successful mission plans. 

In addition to CDL and CNL described above, there are two more original 

languages that were specifically developed for the MissionLab system: 

• CMDL: The Command Description Language (CMDL) may optionally be used 

for describing simple sequential robot missions. A CMDL file, containing both 

background and command information, will be read by mlab at runtime and offer 

a mechanism for providing high-level input to robot behaviors developed in CNL. 

When robot executables are directly created by CfgEdit, users may not need to 

use CMDL. 

• ODL: The Overlay Description Language (ODL) provides descriptions of the 

environment, which mlab can graphically translate to a map or a floor plan of an 

experimental area. For example, a robot's starting point, obstacles, boundaries, 

are among those features that ODL can describe. 
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Figure A.l: MissionLab Components: the mission developer can create a mission for a 

robot or a group of robots with the Configuration Editor (CfgEdit). Once the mission is 

created, it can be compiled as a robot executable, which will give commands to the robot 

hardware or its embedded low-level software via Hardware Server (HServer). The robot 

executable is executed by the User Interface Console (mlab), and mlab can be invoked by 

both CfgEdit and the operator. mlab can also run a simulation before the actual real robot 

run. 

For More detail Please refer to website: 

http://www-static.cc.gatech.edu/aimosaic/robot-lab/research!MissionLab/ 
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