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Chapter 1 
 

Introduction 
 

 

1.1. Motivation 

Water not only acts as elementary solvent, but also directly and/or indirectly participates 

to facilitate chemical and physical changes in various biomolecules and their complexes, 

initiating vital biological processes for sustaining life on earth (and may be elsewhere).1-3 

For such reasons, water is rightly called the “matrix of life”.4 Involvement of water 

molecules in various cellular functions are assisted by their unique properties.3 

Understanding these unique properties of water in-and-around biomolecules is rather a 

complex task than exploring the biomolecule itself. These (bound) water molecules (and 

also ions) provide biomolecules the desired flexibility to perform their physiological 

functions.3 Interestingly, the water molecules that comprise the outer hydration layer of 

biomolecules and those inside grooves of DNA, pockets of proteins, and near polar head-

groups of lipid bilayers show retarded dynamics, compared to bulk water, owing to partial 

or full loss of extended hydrogen bond network of (bulk) water near the biomolecules.2,5-9 

Such water molecules exhibit remarkable properties (both static and dynamic) primarily 

due to multitude of external influence of additional interactions (mainly Coulombic and 

hydrogen bond) that modify the properties of water molecules – thus, making the complex 

features of water fascinating, yet highly puzzling, unusual and elusive.5-9 Molecular re-

arrangements of water molecules around biomolecules are highly dynamic that facilitate 

breaking and formation of fluctuating hydrogen bond networks with the biomolecules as 

well as among themselves, leading to dynamically heterogeneous hydration/solvation 

shells around biomolecules. Dynamics of water (and ions), perturbed by these 

biomolecules, are strongly impacted due to intimate correlation between the structures and 

dynamics of these biomolecules and the hydration water (and ions). Therefore, the local 

hydration/solvation properties may vary distinctly from one biomolecular structure to 

other and even from one site to another within the same biomolecule. However, recent 

literature argued that hydration water per se in-and-around biomolecules is only 

moderately retarded by factor of 2-3 compared to the bulk water – suggesting that there 

may not be any strict requirement of a dynamical hydration shell for biomolecular 

function.9 On contrary, recent simulation study suggested that the average retardation of 

protein hydration water is 2-3 times larger than bulk water, but this represents the 

behaviour of hydration water poorly because there are unusually broad distributions of 

retarded water molecules which define the hydration layer of proteins.10 More so, it has 
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been also shown that coupled solvation dynamics of water and protein-segments can vary 

depending on positions within the proteins.11-14 Thus, understanding and explanations of 

the static and dynamic properties of water (and ions) in-and-around biomolecules, which 

define the local environments within biomolecules, remain highly debated and 

controversial.15,16 

Proteins, DNA and lipid-bilayers are different in many ways, but their underlying 

static and dynamic features are expected to be similar, at least in the outer hydration layers 

of these biomolecules.9,10,17,18 However, several recent time-resolved experiments and 

molecular dynamics (MD) simulation studies showed that the dynamics in DNA, 

especially in the grooves of DNA, are rather dispersed owing to the fact that there lies 

strong electrostatic coupling among the negatively charged DNA, positively charged 

counterions and dipolar water molecules.9-25 It has been actually shown that dynamics of 

electrostatic interaction energy (solvation) in DNA is highly non-exponential and dispersed 

which extend over several decades in time following mostly power-law type relaxations.9-25 

The explanation of such dispersed (solvation) dynamics in DNA remains elusive, and thus, 

the interpretations are debated strongly. However, it seemed that such differences in the 

interpretations of DNA solvation arise primarily because of studies (both experiments and 

simulations) that only focused on either the ultrafast or the ultraslow part of the dynamics, 

and also only few DNA sequences and structures are explored. This could not help better 

understand the solvation dynamics in DNA.26-30 This situation prompted to revisit several 

previous studies on DNA solvation which only focused on one part of dynamics, and also 

perform new studies on different DNA sequences and structures. The Part I of this thesis 

present such extensive experimental and simulation results in various DNA structures, 

which help to comprehend the nature and origin of disperse solvation dynamics in DNA to 

a large extent. Chapter 4, particularly, includes extensive time-resolved experimental and 

simulation studies that allow for a better understanding of the solvation dynamics in the 

minor grooves of duplex-DNA.  

Similar in line, the question arises that how far such collective solvation dynamics in 

DNA minor grooves control the recognition of DNA-damage (base-pair mismatch) by the 

mismatch-repair enzymes (MutS in E. coli and homologous MutS in humans), because 

such enzymes are shown to interact with the mismatch-sites within DNA from the minor 

groove side of duplex-DNA.31 In fact, recent proposal has been made based on simulation 

studies that mismatched bases induce significant alteration in the surrounding ion 

environment, and (possibly) hydration structure – such that the signal transfer from DNA-

mismatch site to the repair enzymes possibly occurs through-space involving the 

surrounding water and ions.32 The hypothesis that different mismatched base-pairs affect 

the local solvation dynamics in the minor grooves of DNA differently is tested in chapters 5 

and 6 for the first time. It is also hypothesized that such dynamical changes may be acting 
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as important cues for the differential mismatch recognition efficiencies of repair enzymes 

as reported earlier. 

Although the dynamics of solvation and other processes are well explored in Watson-

Crick duplex-DNA, it is fully unknown whether the feature of such dynamics remains 

same or changes in non-canonical higher order DNA structures such quadruplex DNA. 

These higher order G-quadruplex structures are shown to play important roles in the 

telomere maintenance and cancer, transcription and translation regulation, and as potent 

ligand (drug) targets.33,34 Most importantly, G-quadruplex DNA are found to possess high 

structural diversity with various topologies in solution based on ion environment and/or 

induced by small molecules,33,34 and that the structural polymorphism is drastically 

induced by local hydration/solvation state.35,36 However, no information is available 

regarding the dynamics of water and ions as well as their role on solvating ligands bound 

inside such G-quadruplex DNA structures. The last two chapters (7 and 8) in Part I 

describe elaborative solvation dynamics studies on different structures of G-quadruplex 

DNA performed using both time-resolved experiments and MD simulations.  

On the other hand, it is well documented in the literature that hydration and dielectric 

properties in-and-around lipid membranes play significant role in the electrostatics of 

lipid/water interfaces, which govern various essential biological processes across and 

within the lipid-rich cell-membrane.37 Due to differential partitioning of water and ions 

near the hydrophobic and hydrophilic parts of lipid membranes, the dielectric properties 

across the lipid/water interface vary drastically.38,39 Such drastic variations in the local 

dielectric properties within regions separated by few Angstroms across the lipid/water 

interfaces are expected to control the ligand partitioning at the interface as well as other 

trans-membrane processes.40 However, quantifying such variations in local dielectric 

environment (polarity) across the lipid/water interfaces remains challenging mainly 

because of scarcity of suitable probe molecules. The Part II of this thesis compiles such 

study based on a series of newly synthesised fluorescent probe-molecules and extensive 

MD simulations which provide unprecedented details about the static dielectric properties 

(polarity) and hydration across the lipid/water interfaces created by different lipid phases. 

 

1.2. Objective 

The primary objective of this thesis is to understand the solvation dynamics and molecular 

interactions in different structures of DNA and lipid-bilayer by directly comparing the 

experimental and simulation results, whenever possible, rather than only reporting some 

new results/phenomenon in these bio-macromolecular systems. Thus, a large part of this 

thesis discusses and directly compares previously reported results with the new ones and 

also reports further studies in these systems – so as to explain the complex static and 

dynamic solvation properties in DNA and lipid-bilayer. The results presented here will 
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allow a thoughtful but fair discussion on earlier proposals and the on-going debates about 

the dynamical characteristics in these biomolecules, particularly in DNA. In fact, the 

objective of this thesis is to discuss several specific but critical questions and their possible 

answers regarding the static and dynamic solvation in DNA and lipid-bilayer. Some such 

questions are: 

(1) What is the nature of solvation dynamics in the grooves of DNA? Is it highly 

dispersed that follow power-law relaxation over broad time-range or is it 

exponential type?  

(2) Is power-law solvation relaxation an intrinsic general property associated with 

DNA molecule?   

(3) How such dispersed solvation dynamics change depending on DNA base-

sequence, especially in the minor groove of DNA?    

(4) Can equilibrium MD simulations capture the features of non-equilibrium 

experimental solvation dynamics in DNA? 

(5) What is the origin of such dispersed (solvation) dynamics in DNA?  

(6) Is it slow water solvation that helps solvating ligands bound to DNA minor 

grooves?  

(7) What is the effect of ions on minor groove solvation probed by groove-binders? 

(8) How far the dispersed dynamics seen in Watson-Crick duplex-DNA resemble to 

the dynamics in higher order non-canonical DNA structures such as G-quadruplex 

DNA? 

(9) How far can the highly dispersed (power-law) dynamics be modulated by the 

introduction of mismatched base-pairs near the probe site?  

(10) Is there any possible role of such collective solvation dynamics around the 

mismatch-sites in the mismatch recognition process of repair enzymes? 

(11) How local dielectric environment (polarity) profiles vary at the lipid/water 

interfaces created by fluid- and gel-phase lipid bilayer? 

(12) How the interactions of solutes of varying lipophilicities differ at these interfaces? 

(13) What is the role of lipid hydration on defining the local dielectric properties at 

different depths across these interfaces? 

To address above questions, this thesis compiles extensive steady-state and time-resolved 

fluorescence studies on various structures of DNA and lipid-bilayer using fluorescent 

ligands/probes (Hoechst, DAPI and 4AP-Cn) that specifically bind to minor grooves of 
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DNA or partition across the lipid/water interfaces depending on the overall lipophilicity of 

the probe-solutes.  

In Part I of this thesis, time-resolved data from femtosecond-resolved fluorescence up-

conversion (UPC) and picosecond-resolved time-correlated single photon counting 

(TCSPC) techniques are combined to follow dynamic Stokes shifts of ligands (Hoechst and 

DAPI) in duplex-DNA of different base-sequences and in different structures of G-

quadruplex DNA over very broad time-window of five decades from 100 fs to 10 ns. 

Extensive all-atom MD simulations are also performed here on same ligand/DNA systems 

(longest simulation on DNA solvation performed till date), which allow for a direct 

comparison of simulated dynamics with the experimental Stokes shifts dynamics and 

explain the origin of the dispersed (power-law) solvation dynamics in various structures of 

DNA. The results presented in this part of the thesis will show two most important 

properties, along with others, about DNA solvation dynamics: (1) Power-law solvation 

dynamics is inherent in DNA molecule. (2) There is very slow solvating water near DNA 

that stabilizes minor groove-bound ligands inside DNA of particular sequence. 

On the other hand, in Part II of this thesis, a new homologous series of (non-covalent) 

4-aminophthalimide-based fluorescent molecules (4AP-Cn; n = 2-10, 12) having different 

lipophilicity (i.e., octanol/water partition coefficient – logP) are synthesized that are used 

to study the static solvation properties at different depths across the lipid/water interfaces 

created by gel- and fluid-phase bilayers at room temperature. Also, very extensive MD 

simulations are performed on same probe-lipid systems that allow deciphering the intricate 

details of probe interactions with lipid-bilayer and their hydration structures at the 

lipid/water interfaces. The 4AP-Cn probes are thus shown to be extremely useful for 

studying the (solvation) properties at lipid/water interfaces of gel- and fluid-phase of lipid 

bilayer simultaneously.        

 

1.3. Summary of Work 

1.3.1. New Insight of Solvation Dynamics in DNA: Hoechst in AnTn-Rich 
Minor Groove of DNA 

Water is essential for maintaining structure and function of biomolecules. However, 

studying the dynamic characteristics of water in the vicinity of biomolecules remain 

challenging, especially in-and-around the negatively charged DNA molecule. It is still hard 

to explain how water and ion motions in/near grooves of DNA solvate the DNA as well as 

its complexes with proteins and ligands (drugs). This chapter highlights the importance of 

water solvation in solvating minor groove binders inside DNA by measuring the time 

resolved fluorescence Stokes shifts (TRFSS) of Hoechst 33258 in AnTn - rich minor grooves 

over broad time-range from 100 fs to 10 ns. TRFSS results show that Stokes shift dynamics 
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of Hoechst in the minor grooves created by central sequence of –AATTC– is faster than that 

in the minor groove created by –AAATTTG–. Very long equilibrium simulations (total 1.2 

s) performed on both Hoechst/DNA systems capture the essential features of the 

solvation response as observed in TRFSS experiments, particularly the power-law type 

dispersed dynamics and faster relaxation in minor groove of –AATTC– compared to –

AAATTTG–. Decomposition of the total simulated solvation response into individual 

component reveals that DNA motion governs the slow dynamics in the minor groove 

formed by to –AAATTTG– sequence, whereas water controls the slow (power-law) 

dynamics in the minor groove formed by –AATTC– sequence. Analysis of minor groove-

widths suggests that the differences in the local groove-width fluctuations in the two DNA 

systems possibly control the relative contributions of water and DNA relaxations to dictate 

the overall slow solvation dynamics in the DNA minor grooves. 

 

1.3.2. Effect of TT-Mismatch on Solvation Dynamics in Minor Groove of 
DNA 

Base mismatch in DNA is a type of DNA damage (or defect) in which two non-

complementary bases are paired within the stacks of normal Watson-Crick base-pairs of 

duplex DNA. These DNA mismatches are unwanted for genomic stability, which get 

repaired by mismatch repair enzymes post replication. MutS in E. coli (and homologous 

MutS proteins in humans) plays an important role in the first step of such DNA mismatch 

recognition. Several earlier studies showed that these mismatches induce local structural 

changes in DNA double helix which are different for different types of mismatches. Such 

local structural changes at/near mismatch sites may provide the cue to repair enzymes for 

mismatch recognition. However, it is expected that such structural changes would certainly 

affect the local ion and water structure and dynamics. Thus, one hypothesis is that repair 

enzymes sense the changes of local collective dynamics of water, ion and DNA parts, rather 

than only the structural changes specifically. The hypothesis that mismatched base-pair 

affects the local collective solvation dynamics in DNA minor groove is tested in the study 

by monitoring TRFSS of two popular minor groove binders, Hoechst 33258 and DAPI near 

a TT mismatch base-pair in the AT-rich minor groove of DNA, and compared the same 

with the dynamics measured in the minor groove of normal DNA over five decades of time 

from 100 fs to 10 ns. Results show that the Hoechst and DAPI depict somewhat different 

dynamic Stokes shift in the minor groove of normal-DNA; however, introduction of TT 

mismatch in the minor groove gives rise to very similar Stokes shift dynamics, which 

follow a single power-law relaxation (with exponent ~0.23-0.24) over five decades of time 

from ~100 fs to 10 ns. These results suggest that incorporation of single base-mismatch 

induces unique coupled dynamics, for a given flanking canonical base-sequence, in the 

minor groove of DNA, which may have important role in the mismatch recognition of 
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repair enzymes and subsequent repair mechanism, because repair enzymes bind to the 

mismatched-site from the minor groove side. 

 

1.3.3. Differential Effects of Mismatched Base-Pairs on Solvation Dynamics 
in Minor Groove of DNA 

It is believed that because different mismatches have their inherent static and dynamic 

properties, they will perturb their local environment at different levels, which will possibly 

lead to the differential local collective solvation dynamics. This is the focus of this chapter, 

where collective solvation dynamics is measured by monitoring the time-resolved 

fluorescence Stokes shifts (TRFSS) of the minor groove binder, DAPI, near eight possible 

base-pair mismatches and a normal matched base-pairs in the AT-rich minor groove of 

DNA The results are compared over five decades of time from 100 fs to 10 ns, which show 

that in all cases, the underlying Stokes shift dynamics follow similar power-law relaxation, 

but multiplied with single or double exponential relaxations in most of these DNA 

systems, except TT-DNA which follow only a single power-law over entire five decades of 

time. Importantly, it is observed that the relative variations in the average values of extra 

exponential relaxations are found to nicely correlate to the differential mismatch 

recognition and repair by enzymes as reported earlier. This suggests that not only local 

structural changes, but also the modulation in local solvation dynamics due to 

incorporation of mismatches may provide important cues to the repair enzymes for their 

differential mismatch recognition and repair mechanism. 

 

1.3.4. Solvation dynamics in G-quadruplex DNA 

This study will show that dynamics of water is crucial for solvating ligand bound inside G-

quadruplex DNA. Quadruplex are highly diverse DNA structures formed by the self-

assembly of guanine rich sequences in presence of cations and/or small molecules, which 

have attracted huge attention due to its utility as a target for anticancer drugs. Despite the 

availability of large number of structural data, it is yet not known how the dynamics of 

water, DNA and ions solvate ligand inside these DNA. This work tackles these issues by 

measuring Stokes shift dynamics of DAPI inside antiparallel G-quadruplex DNA, and 

directly comparing the time-resolved experimental results to the all atom MD simulation 

from ~100 fs to 10 ns. Dynamic Stokes shifts of DAPI bound to G-quadruplex DNA 

prepared in H2O buffer and D2O are compared to illuminate the impact of water dynamics 

on ligand solvation. Results show that solvation dynamics in antiparallel G-quadruplex 

DNA follows power-law relaxation (summed with fast exponential relaxation) from ∼100 

fs to 10 ns. Comparison of experimental results with the dynamics computed from 65 ns 
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simulation reveals that the water motion governs the relaxation below ∼5 ps, whereas, 

dynamics of both water and DNA contribute comparably to dictate long-time power-law 

dynamics. Ion shows negligible contribution. Simulation results also suggest that this 

complex behavior may arise from the subdiffusive motion of water molecules, perturbed 

by the G-quadruplex DNA, which show broad distribution of residence times. 

 

1.3.5. Solvation Dynamics in G-quadruplex DNA: Dependence of 
Quadruplex and Ligand Structures 

After discussing solvation dynamics in anti-parallel G-quadruplex DNA in the previous 

work, this study will shed light on how such dynamics depend on the G-quadruplex and 

ligand structures as well as ligand binding modes and positions inside different 

quadruplex structures. These issues are addressed by measuring the solvation dynamics in 

parallel G-quadruplex DNA probed by Hoechst from 100 fs to 10 ns. Results show that the 

dynamic Stokes shift of Hoechst in parallel G-quadruplex DNA follows power-law 

relaxation, summed with an exponential relaxation of 2 ps. Comparing the dynamics 

probed by Hoechst in parallel and by DAPI in antiparallel G-quadruplex DNA, it is found 

that the two ligand/DNA complexes show solvation dynamics that follow a power-law 

relaxation with only small difference in the exponents (0.16 for DAPI/antiparallel GqDNA 

and 0.06 for Hoechst/parallel GqDNA). This reveals that dynamics in quadruplex DNA 

remains similar that follow power-law relaxation, irrespective of probes position and mode 

of binding in different G-quadruplex DNA structures. Simulation result shows that 

Hoechst binds to the outer G-tetrads through end-stacking to the parallel and DAPI binds 

in the groove of antiparallel G-quadruplex DNA. Based on the previous experimental and 

simulation results, the fast exponential relaxation of 2 ps has been assigned to the motion of 

water molecules that are weakly perturbed by parallel G-quadruplex DNA, whereas, the 

coupled dynamics of DNA-parts and water molecules in the proximity of Hoechst inside 

parallel G-quadruplex DNA control the power-law relaxation. 

 

1.3.6. Precise Quantification of Probe-Location Dependent Polarity and 
Hydration at Lipid/Water Interfaces 

The precise understanding of hydration, polarity and interaction of solute at the 

lipid/water interfaces of lipid-bilayer is vital to explore their importance in membrane 

biology. A large number of studies have investigated the static solvation and polarity at 

lipid/water interfaces of fluid-phase lipid bilayer, but such properties at lipid/water 

interfaces created by lipid gel-phase are less explored primarily due to unavailability of 

suitable fluorescent probes which can be incorporated within the rigid gel-phase of lipid 

bilayer. This study uses a new homologous series of fluorescent 4-aminopthalimide based 
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probes (4AP-Cn; n = 2-10, 12) with varying lipophilicities which can scan different region of 

(Lβ’) DPPC bilayer in its gel-phase and (Lα) DOPC bilayer in its fluid-phase at room 

temperature. Results show a unique stepwise polarity-profile at lipid/water interface of 

DPPC bilayer in gel-phase, whereas, only subtle but continuous change in the local polarity 

at lipid/water interface of DOPC bilayer in fluid-phase. Very long MD simulation on 

probes-lipid systems in both the phases of bilayer reveals intricate details indicating that 

apart from the relative probe’s position, their orientations also play critical role in defining 

the local solvation by changing their access toward water molecules at the two lipid/water 

interfaces, thus defining varying hydration of the probes across the interfaces.  

 

1.4. Plan of Thesis 

The organization of the thesis is as follows: 

 

Chapter 1: This chapter includes introduction of the field of research, motivation and 

objective of the thesis, along with the summaries of work presented in other chapters. 

 

Chapter 2: This chapter provides brief overview on the structural aspects of DNA such as 

duplex, triplex and quadruplex DNA. It also describes the structure and properties of 

minor groove binders, DNA intercalators, end-stacking ligands and their interactions with 

various structures of DNA. Theory of solvation dynamics and different types of solvation 

probes used for solvation dynamics studies in DNA are also discussed. Brief discussion on 

molecular dynamics simulation methods to interpret TRFSS experimental results are 

presented as well. Finally, a detailed overview of considerable efforts which gone into 

understanding the solvation dynamics in water, protein, DNA, DNA-ligand and DNA-

protein complexes are provided in this chapter. 

 

Chapter 3: It describes the basics and working principles of experimental techniques, 

molecular docking and molecular dynamics simulation methods used to carry out the 

experimental and computational studies.  

 

Chapter 4: This chapter highlights the time resolved Stokes shift dynamics of Hoechst in 

AnTn-rich minor grooves formed by two different sequences –AAATTTG– and –AATTC–

from 100 fs to 10 ns. Time resolved experimental results were directly compared with MD 

simulation results to provide intricate details about the origin of slow dispersed dynamics 

in minor grooves of DNA. 

 

Chapter 5: This chapter comprises of time resolved fluorescence Stokes shift studies of 

minor groove binders, DAPI and Hoechst 33258 near a TT–mismatch site in the AT-rich 
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minor groove of DNA, and its comparison with the dynamics measured in normal DNA 

over five decades of time from 100 fs to 10 ns.  

 

Chapter 6: This chapter focuses on the collective dynamic response of the surrounding 

environment near eight different mismatched base-pairs in minor groove of DNA by 

monitoring time-resolved fluorescence Stokes shift of DAPI, showing that changes in local 

solvation may act as important cues for differential recognition and repair of mismatched 

base-pairs by repair enzymes. 

 

Chapter 7: This Chapter describes the significance of water dynamics in solvating a ligand 

inside the groove of antiparallel G-quadruplex DNA structure by measuring dynamic 

Stokes shift of DAPI from 100 fs to 10 ns. Comparison of experimental findings with MD 

simulations interprets the origin of power-law solvation dynamics in G-quadruplex DNA. 

 

Chapter 8: This chapter shows the effect of ligand structures and binding modes in 

different G-quadruplex DNA by measuring TRFSS dynamics in parallel and anti-parallel 

G-quadruplex structures, probed by Hoechst and DAPI from 100 fs to 10 ns. 

 

Chapter 9: This chapter introduces the general properties of lipid bilayers and biological 

membranes, phases of lipid membrane, and lipid/water interfaces. A concise overview on 

the previous studies of static and dynamic properties in lipid bilayer using molecular 

probes is provided. It also includes an overview on how molecular dynamics simulation is 

implemented to study lipid/water interfaces and describe the intricate biochemical 

implications of solvation properties at various lipid/water interfaces. 

  

Chapter 10: This chapter deals with the study of depth dependent environment polarity 

and hydration across gel-phase DPPC and fluid-phase DOPC lipid/water interfaces using 

series of newly synthesized 4-aminophthalimide-based fluorescent molecules (4AP-Cn; n = 

2–10, 12) having different hydrophobicity, employing steady state fluorescence 

experiments and all atom molecular dynamics simulations. 
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Chapter 2 
 

Solvation Dynamics and Ligand Interaction in DNA:  
An Overview 

 

 

2.1. Introduction 

Importance of deoxyribonucleic acids (DNA) to life is known since its very discovery in 

1868, a landmark year in genetic research, by Swiss physiological chemist, Friedrich 

Miesher.1 Laying the spadework of Miesher, a physician turned chemist, Phoebus Levene 

led to the discovery of three major components of nucleotide: phosphate, sugar and base. 

Strengthening the foundation, Erwin Chargaff, an Austrian biochemist expanded the work 

of Levene and gave Chargaff’s rule for complementary binding of bases in DNA. These 

evidences put together with important X-ray crystallography work by Rosalind Franklin 

and Maurice Wilkins encouraged James D. Watson and Francis Crick for more detailed 

exploration of the DNA structure. One of the famous statement in science is: “This structure 

has novel features which are of considerable biological interest” by Watson and Crick, published 

in a scientific paper in 1953 wherein they presented the discovery of double helical model 

for DNA structure.2 To what Miesher called “nuclein” in 1869 was later changed to 

“nucleic acid” by Richard Altmann in 1889 and eventually to “deoxyribonucleic acid” 

(DNA). 

 DNA structure is depicted as a perfect B-form with an anti-parallel arrangement of 

two complementary strands which are stabilized by Watson-Crick base pairing.2,3 Helical 

B-form DNA is resilient and flexible enough to store genetic information. However, local 

changes in structure, base sequences, ionic strength, pH and level of hydration can result in 

variety of structural form such as A-, B- and Z-form, stem-loop, hairpins, bulges, 

pseudoknots, tetraloops, triplex and quadruplex DNA.3-7 Such structural polymorphism of 

DNA leads to its functional diversity, making it ideal for its involvement in several other 

biological processes apart from just storing and translating genetic information. Regardless 

of several structural forms of DNA, its functional diversity cannot be understood 

completely without considering its dynamical aspects. Indeed, dynamics of biomolecules 

are considered as a connecting link between their structures and functions. 

 Presence of negatively charged phosphate groups makes DNA, a highly charged 

species. Therefore, at physiological conditions DNA gets stabilized by positively charged 

counterions and dipolar water molecules for its biological functioning.8,9 Without water, 

double helical structure of DNA would become unstable due to repulsion between the 

phosphate groups of complementary or even same strands. High dielectric constant of 
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water and counterions screen the electrostatic repulsion between these phosphate groups. 

Interaction of DNA with surrounding water and ions makes it highly dynamic in nature 

and facilitates its interactions with proteins, lipids and drugs.10-14 These interactions are 

very crucial for the survival of life on earth. Active participation, rearrangement and 

release/uptake of water molecules and ions near DNA-binding sites mediate the process of 

molecular recognition by DNA.14-18 Interestingly, repulsion of water and ions is observed in 

the case of protein-DNA complex formation. In fact, dynamics of water and ions can drive 

protein folding and catalytic activity of an enzyme.19 It is also indicated by recent large-

scale MD simulation study that changes in ion and water environment and their dynamics 

in the vicinity of mismatched base pairs of DNA may have vital role to play in the 

mismatch recognition by repair enzymes (MutS in E. Coli. And MutS proteins in human) 

compared to only the structural changes of the mismatched base pair.20,21 

 Hydration dynamics around DNA is also critical for effective binding of ligands to 

nucleic acids. Double helical structure of DNA has distinct major and minor grooves which 

are fully hydrated.22 Interaction of small molecules (ligands) to DNA is either mediated by 

water molecules or facilitated by the displacement of water and ions from DNA minor 

grooves. In addition, hydration dynamics plays a vital role in either entropic or enthalpic 

stabilization of ligands inside DNA structure.15-18 Apart from water and ion dynamics, 

sequence dependent dynamics and groove widths of DNA are also significant for varied 

proteins to recognize the DNA sequences. Similarly, binding of ligand to DNA also 

depends on base sequences and groove widths near ligand binding sites.23 Minor groove 

binders recognize and bind with high affinity to narrow grooves formed by AT–rich 

sequences than GC–rich sequences in DNA. The GC-step is found to be more hydrated 

compared to AT-step; thus hydration of DNA is not only decided by its conformation but 

also by its base sequences.24-28 In fact, ions and water molecules are active components of 

biomolecular system as they participate in both, dynamic and structural functions. 

Therefore, correlating water and ion dynamics around DNA and protein with its structure 

will help in recognising many underlying concepts that can serve as a connecting link 

between Structure-Function-Dynamics of biomolecules.   

 Behaviour of water and ions in and around complex biomolecular systems can be 

explored in terms of its structure and functions utilizing experimental, theoretical and 

molecular dynamics simulation studies. Experimental techniques such as Dielectric 

relaxation, X-ray diffraction, Nuclear magnetic resonance, Neutron scattering, and ultrafast 

laser spectroscopy are used to monitor dynamics around biomolecules.29-35 However, study 

of solvation dynamics through time-resolved fluorescence Stokes shifts (TRFSS) 

experiments is one of the fascinating methods that measure the response of surrounding 

environment to the optical perturbation of the fluorescent probe in ultrafast time scales that 

are in similar range as the time-scales of motions of constituent molecules. Such solvation 

dynamics experiment has been employed to understand dynamics from simple liquids to 
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dispersed dynamics of complex biomolecules in restricted environment.36-46 Apart from 

experimental studies, molecular dynamics (MD) simulation is a vital computational tool 

that has evolved exponentially in recent times and aided in understanding the behaviour, 

structure, dynamics and functions of biological macromolecules with atomic details. 

Simulations can be used to capture particle motion as a function of time and to address 

effects of different conditions on the dynamics of biomolecules in silico. Results of TRFSS 

experiments are corroborated with MD simulation to extract microscopic details about the 

origin of the complex dynamics of water and ions around biomolecules as well as for 

interpretation of time-resolved experimental results.47-55  

 The results in the first part of this thesis include studies on ligand interactions to 

duplex and quadruplex DNA as well as their dynamics which unfold some of the 

unknown but tremendously important information about the dynamics in various 

structures of DNA.  The studies presented in this thesis unfold the important information 

on effects of base sequences, variation in groove widths, effects of mismatch base pairs, and 

quadruplex structures on the mode of interactions and local collective dynamics of ligands 

inside duplex and G-quadruplex DNA. The experimental and simulation results presented 

here will tremendously help to upgrade the existing understanding of complex dynamics 

in DNA of different structures with several new findings which were not anticipated in 

earlier studies. Few highlights of such results presented in this thesis are: 

(1) Direct comparison of TREFSS experiments to MD simulations shows that the nature of 

solvation dynamics in ligand (Hoechst)/DNA systems depend on base-sequence of the 

minor groove which can drastically influence to allow very slow water relaxation near the 

ligand binding site in one sequence compared to other.  

(2) Introduction of single base-mismatch in the minor groove of DNA drastically affects 

ligands’ binding and the collective solvation dynamics probed by those ligands in the 

minor groove, compared to those in normal DNA. Dynamics probed by minor groove 

binders show significant dependence on the mismatch type, which correlate well to the 

relative mismatch recognition by repair enzymes – indicating importance of collective 

dynamics of water, ions and DNA in mismatch recognition mechanism.  

(3) Probe positions merely affect solvation dynamics in different structures of G-

quadruplex DNA, although the probe-ligands show different binding sites and affinity to 

the different quadruplex DNA structures. Results show dynamics of solvation in G-

quadruplex DNA structures are also dispersed in nature which mainly follows power-law 

relaxation over long times, similar as found in duplex-DNA.         

However, before discussing these new results in following chapters, we will first 

review the previous studies on dynamics of solvation in bulk water, protein, DNA, DNA-

ligand and DNA-protein complexes to highlight the existing understanding of dynamics of 

water and ions around these biomolecules/biomolecular complexes. We will briefly 

discuss the previous results in all these systems, including DNA, because the dynamical 
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features in all these systems are similar and have strong connections among themselves. 

Also, note that we will mainly focus the discussion on the TRFSS and related experimental 

results on solvation dynamics as well as related MD simulation studies in these systems.  

This chapter is arranged as follows: first, a brief introduction of DNA structure, 

forms and topology is given in Section 2.2. Section 2.3 will then discuss the process of 

solvation dynamics, followed by the description of the methodologies that is used to study 

solvation dynamics and the probe molecules used for studying solvation dynamics in 

DNA. Section 2.4 describes standard methods of all atom molecular dynamics simulation 

which are used to compliment time-resolved fluorescence experiments. Section 2.5 

compiles earlier results on water solvation; Section 2.6 discusses solvation studies in 

proteins, followed by discussion of existing results of DNA dynamics and hydration in 

Section 2.7 and those of protein-DNA complexes in Section 2.8. 

 

2.2. Structure of DNA 

Deoxyribonucleic acid (DNA) can adopt vast array of conformations depending on base 

sequences, hydration level, direction of supercoiling and ion concentration. In fact, 

presence of ligand can also induce structural modification in DNA. Although, B-form of 

DNA is most abundant in cellular environment, other possible forms and morphologies of 

DNA such as A-form, Z-form, triplex, quadruplex, hairpins, bulges, pseudoknots, 

tetraloops can also exist.3-7 A brief description of double helical DNA, triplex DNA and 

quadruplex DNA is provided in the section below, out of which the ligand interactions and 

dynamics in duplex and quadruplex DNA are explored in this thesis. 

 

2.2.1. Duplex DNA 

James Watson and Francis Crick in 1953, revealed the iconic double helical model of DNA 

which is indeed a remarkable molecule that carries genetic information from one 

generation to other.2 Duplex DNA consists of strands that are coiled in helical fashion 

around the same axis which runs in opposite direction to each other. The DNA strands are 

composed of monomer units called nucleotides, where each nucleotide comprises of three 

main components: a 5-carbon sugar (pentose sugar), phosphate group and nitrogenous 

base.56,57 These pentose sugar and phosphate groups are connected to each other in an 

alternate fashion through phosphodiester linkages. It should be noted that strands of DNA 

are not only stabilized by the hydrogen bonds between complementary bases, but also by 

stacking interaction between aromatic faces of the base. These stacking interactions also 

strengthen the helix against the repulsive forces between negatively charged phosphate 

groups. The bases on the antiparallel strands are bound in a precise manner according to 
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Chargaff’s rule, where A is paired with T by two hydrogen bonds and G is paired with C 

by three hydrogen bonds (Figure 2.1).58 

 

Figure 2.1: Watson-Crick hydrogen bonds and different forms of duplex DNA. 
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 Though B-form of duplex DNA is the most stable right-handed structure, it can adopt 

other forms depending on the level of hydration59,60 and under certain conditions which 

involve major changes in helix geometry. As discussed, it can acquire three different 

conformations or forms: A-, B- and Z-form. Although A- and Z-form of duplex-DNA 

possesses helical structure, their geometry and dimensions differ significantly from most 

abundant B-DNA (Figure 2.1).61 In general, the helices in B- and A-DNA are twisted in 

right handed manner, whereas, it coils in left handed fashion resulting in pronounced zig-

zag pattern for Z-form of DNA. Even though the right and left handed helices fall in the 

category of allowed conformations, right handed structures stand out to be energetically 

more favourable due to minimal steric hindrance between the backbone and side chains. 

The helical structure of DNA can be characterized by the coordinates of slide, tilt, shift, roll, 

rise and twist which differ for different forms of DNA. It has been observed that the helical 

pitch for B-, A- and Z-forms are 34 Å, 28 Å and 46 Å, respectively, which highly depend on 

the stacking forces exerted by the bases on its neighbours in the helical strand. On the other 

hand, double helix of B-DNA completes one turn about its axis in every 10.5 base-pairs, 

while for A- and Z-form complete one turn every 11 and 12 base pairs, respectively.62-64 

 Though B-form is abundant,61 A-DNA is generally found in dehydrated states.62 It has 

wider minor groove while major groove is deep and narrow. A-DNA is relatively wider 

than B-DNA which can be easily distinguished by proteins interacting with them. Z-form 

of DNA is named because of the zig-zag course of backbone twisted in an anti-clockwise 

manner as compared to B-form of DNA that makes these two helical form mirror images of 

each other.62-64 Unlike A- and B-form, Z-DNA is more elongated with a narrow minor 

groove and wide major groove extending to the axis of helix.62-64 

 

2.2.2. Triplex DNA 

Felsenfeld and Rich in 1957 described triple stranded DNA for the first time.65 Triplex DNA 

is formed when purine or pyrimidine bases bind to the major groove of duplex DNA. 

Owing to high potential of purine to form hydrogen bonds, the incoming third strand 

follows the path towards purine rich strands of duplex DNA.66-72 Hoogsteen and reverse 

Hoogsteen type hydrogen bonds hold the stability and specificity of these triple stranded 

DNA. Triplex DNA is classified into intermolecular and intramolecular triplexes (Figure 

2.2). In particular, intermolecular triplexes are formed when a polypyrimidine strand binds 

to polypurine duplex DNA through Hoogsteen hydrogen bond resulting in parallel 

structure or when a polypurine third strand binds to polypurine duplex DNA via reverse 

Hoogsteen bond forming antiparallel structure.67 Intramolecular triplexes or H-DNA 

structures are formed when third strand is provided by one of the strand of same duplex 

DNA. It has indeed been observed that triplex DNA act as promising gene-drugs and it can 

be used in an anti-gene strategy.73,74 On the other hand, it can also be used to modulate 
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gene activity in vivo, thus, opens up the possibility of selectively controlling the expression 

of specific genes that could be of considerable importance in treating genetic disorders.73,74 

 

2.2.3. Quadruplex DNA 

Apart from double and triple helical forms of DNA, there exist four stranded higher order 

structures called G-quadruplex DNA. Davies and co-workers in 1962 reported these 

unusual structures whose core is built of guanine rich sequences.75 Moreover, it consists of 

G-quartets made up of four guanine bases arranged on a plane and stabilized by 

Hoogsteen hydrogen-bonds. These G-quartets stack on top of each other through π-π non-

bonded interactions to give rise to G-quadruplex structures. These structures are 

thermodynamically very unstable unless it gets stabilized by ions such as K+ and Na+ 

placed within two G-quartets (Figure 2.3).76-78 Presence of alkali metal ions adds stability to 

quadruplex structures by interacting with the lone pairs present on the O6 atoms of 

guanine. Quadruplex structures are shown to exhibit topological variations and such 

 

Figure 2.2: (A) Structure of triplex DNA. (B) Hydrogen bonding in triplex DNA. 
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structural polymorphism arises from presence of ions, ligands, crowding agents and strand 

stoichiometry, arrangement of strand polarity, glycosidic torsion angle and location of loop 

linking the guanine strands. Depending on the direction of strands, quadruplex structures 

can adopt a range of different folding patterns such as parallel, antiparallel and (3+1) 

hybrid parallel structures.77-81 

 G-quadruplex forming sequences have been identified at telomeric ends, mutational 

hot spots, immunoglobulin switch regions and gene promoters of oncogenes such as c-

MYC, c-KIT and KRAS.82-84 In fact, presence of G-quadruplex structures has indeed been 

observed in human cells.85 Quadruplex structures at telomeric end are found to inhibit 

telomerase activity, thus supressing telomere elongation and multiplication of tumour 

cells.86 The structural variations of quadruplex DNA provide selective recognition sites for 

small molecules that can possibly be utilized as therapeutic targets for binding of 

anticancer drugs and for treating numerous disorders. Another interesting aspect of 

quadruplex structure is the presence of large π surface and high negative charge. Thus, a 

majority of ligands with π surfaces interact with these DNA structures through π-π 

interactions in different manner.87,88 

 

2.3. Solvation Dynamics 

All biological functions take place in an aqueous environment. A complete understanding 

of any biochemical reaction performed by biomolecules demands elucidation of dynamical 

features of surrounding solvent molecules, both water and ions. The fact that solvation 

process influences various chemical/biochemical reactions (e.g., electron and proton 

transfer) triggered continued attention to study solvent relaxation in simple liquids as well 

as in complex biological systems. However, obtaining a clear picture of the extremely 

complex solvation dynamics of water and ions around biomolecules, especially around 

negatively charged DNA, remains a hard task to both experimentalists and theoreticians. 

 

Figure 2.3: (A) Hoogsteen hydrogen bonds formed in a G-tetrad in quadruplex DNA. Structures of (B) 
(3+1) hybrid parallel and (C) antiparallel G-quadruplex DNA structures. 
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Solvent relaxation dynamics are studied through various experimental means of 

varying degree of spatial and temporal resolutions. For example, three-pulse photon echo 

peak shift (3PEPS) is a nonlinear optical gating technique with extremely high time-

resolution which is utilized to study fast solvent relaxations.89,90 Four-wave-mixing (FWM) 

is another variant of nonlinear optical technique with femtosecond (fs) time-resolution that 

is applied to study both vibrational and diffusive solvation dynamics in femtosecond and 

picosecond time range.91 Time-resolved infrared spectroscopy is also utilized to measure 

solvation dynamics with picosecond time-resolution.92,93 NMR is used to study water 

residence time, which has spatial resolution of few Angstroms but limited time-

resolution.94,95 

On the other hand, dielectric-relaxation experiment is a method that can measure fast 

molecular dynamics in solution.96 In this experiment, charge is quickly injected onto two 

plates of a capacitor, which creates a uniform electric field within the sample between the 

plates. The rotation and translation of solvent and other dipolar molecules and/or 

diffusion of ions create a polarization which opposes the applied electric field. The 

development of this opposing polarization field with time changes the voltage on the 

plates, which is measured to follow the time-dependent voltage change. However, 

standard dielectric-relaxation experiments do not have spatial resolution; they average 

over the entire sample. Thus, the majority of the response in such experiment comes from 

bulk water, while effects from biomolecule-specific parts and ion motion remain 

suppressed. 

 

2.3.1. Time-Resolved Fluorescence Stokes Shifts Experiments 

Measurement of solvation dynamics through time-resolved fluorescence Stokes shift 

(TRFSS) experiment provides a way to study properties and solvation response of a probe’s 

surrounding environment in real time. TRFSS experiments utilize an ultrashort laser pulse 

to excite fluorescent probe from its electronic ground (S0) state to excited (S1) state. In 

ground state, the solute probe remains in equilibrium with its surrounding solvent 

molecules which are weakly and randomly oriented around the probe. This equilibrium 

state of solute-probe with the surrounding solvent molecules undergoes an optical Franck-

Condon transition upon light excitation, thus altering the charge distribution of the probe. 

The surrounding solvent molecules at this time t = 0, still remain in the same previous 

spatial and orientational configuration, thus making a highly non-equilibrium situation for 

the system. The dipoles of the solvent molecules begin to reorient and rearrange 

themselves around the solute-probe to accommodate the new charge distribution in order 

to minimize the overall free energy in probes’ excited state. During this process, the time 

dependent rearrangement of solvent molecules around the probe, i.e., reduction in the free 

energy separation of ground and excited state is reflected in frequency down-shift of the 
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emission spectrum. The solute-excited-solvent 

system then relaxes and attains an equilibrium 

state following the time-dependent fluorescence 

Stokes shift (TDFSS) of the probe which shifts 

towards the longer wavelength side with time 

(Figure 2.4). This time dependent shift in the 

emission spectrum is called Time-resolved 

emission spectra (TRES). Hence, the temporal 

characteristics of solvation can be monitored by 

spectral response of the solute (Figure 2.4). 

 The quantitative estimation of solvation 

dynamics can be made experimentally by 

collecting the fluorescence decay at different 

wavelength scanning the entire steady-state 

emission spectrum of the fluorescent probe 

(Figure 2.5). The fluorescence decays rapidly at 

shorter wavelength (λ1) showing fast lifetime 

which corresponds to un-solvated state of probe 

molecule, whereas, the decay at the longer 

wavelength (λ2 around peak position of the 

steady-state emission spectra) decays slowly 

with a small rise component in the initial time 

scale  owing to moderately solvated probe. The 

contribution of the rise component increases for 

the decays collected at higher wavelength (λ3) 

that corresponds to fully solvated state of the 

probe which decays with slower lifetime 

(Figure 2.5). This sharp decay at the shorter 

wavelength followed by rise and slow decay at 

longer wavelength is the typical signature of 

probe experiencing progressive solvation. 

Fluorescence decays collected at different 

wavelengths are fitted with multi-exponential 

functions. The contributions and time constant of each exponential functions for a particular 

wavelength is renormalized with respect to the corresponding steady-state emission spectrum 

to obtain time resolved emission spectra (TRES). Finally, TRFSS is expressed in terms of peak or 

mean frequency shift with time. The dynamics of the system are described wither by spectral 

frequency shifts with time or by the solvation time correlation function, C(t), as, 

 

Figure 2.5: Wavelength dependent fluorescence 
decays. 

 

 

Figure 2.4: Schematic representing the solvent 
relaxation around a (fluorescent) dipolar probe. 
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ሻݐாሺܥ        ൌ
ఔഥሺ௧ሻିఔഥሺஶሻ

ఔഥሺ଴ሻିఔഥሺஶሻ
     (2.1)     

where, ̅ߥሺ0ሻ, ̅ߥሺݐሻ , and ̅ߥሺ∞ሻ are the (average) fluorescence frequencies at time t = 0, t and 

, respectively. 

 

2.3.2. Molecular Probes for Studying Solvation Dynamics in duplex 
DNA 

Characteristics of dynamics in DNA are difficult to obtain from bare DNA due to low 

fluorescence quantum yield of DNA bases (A, G, T and C,) and backbone, which decays in 

few picoseconds.97,98 Therefore, study of DNA dynamics requires incorporation of a long 

lived solvatochromic fluorescent probe to extract site-specific dynamics. Binding of drugs 

(ligand) to DNA is broadly classified into two main groups: Through covalent interactions 

and non-covalent interactions. DNA-ligand systems formed through covalent interactions 

between the ligand and DNA are generally irreversible. Such interactions are used by 

several anticancer drugs. On the other hand, intercalators and non-intercalators (groove 

binders) form the major class of ligands that bind via non-covalent interactions with DNA 

bases and/or grooves. Both, covalently and non-covalently attached (fluorescent) ligands 

are utilized in studying dynamics in DNA experimentally. 

 

2.3.2.1. Covalent Interactions: Base-Stacked Probes 

Ligands that are covalently attached to DNA sugar or other parts are irreversible and 

invariably lead to inhibition of DNA processes; for example, Cis-platin (cis-

diamminedichloroplatinum), an anticancer drug, binds to DNA via covalent interactions 

making an intra/interstrand crossing through chloro groups with the nitrogen of DNA 

bases. Other examples of covalently attached probes are carboplatin, nitrogen mustard and 

cyclosporamide. However, measuring TRFSS in DNA requires well-chosen external 

fluorescent-probe molecules that are incorporated as a part of DNA structure, mainly in 

place of a base or a base-pair. Such base-stacked probes are attached to DNA through 

covalent interaction replacing a natural base or a base-pair. 2-Aminopurine (2AP), an 

adenine analogue, is one such base-stacked fluorescent probe that can pair to thymine 

through normal Watson-Crick hydrogen bonds with limited perturbation to DNA structure 

(Figure 2.6).99 2-AP has high fluorescence quantum yield in solution, but that yield drops 

considerably when incorporated into nucleic acids due to electro transfer from DNA bases 

to 2-AP.100 Thus, using 2-AP several facets of site-specific dynamical properties of DNA can 

be explored.101-103 Coumarin-102 is another excellent polarity sensitive fluorescent probe 

that is synthetically incorporated into DNA by replacing a native base-pair opposite an 

abasic-site, which was used to monitor site-specific ultrafast dynamics in DNA (Figure 
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2.6).104,105 Other base-stacked fluorescent probes such as Nitrofluorene,106 3-methyl-

isoxanthopterin (3-MI), 6-methyl-isoxanthopterin (6-MI)107 and 4-aminophthalimide/2,4-

diaminopyrimidine108 are also used to enhance the underlying dynamical process in DNA. 

 

2.3.2.2. Non-covalent Interactions: Intercalators and Groove-Bound Probes 

Ligands that are non-covalently bound to DNA fall into two classes: Intercalators and 

Groove binders. Intercalating molecules such as ethidium bromide, quinacrine and 

 

Figure 2.6:  Molecular structures of fluorescent DNA-base analogues. Probe molecules are highlighted. 

 

Figure 2.7: Molecular structures of DNA minor-groove binders. 
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daunomysine that are attached to DNA through intercalative mode have been significantly 

used as drugs.109 Intercalators contain planar heterocyclic groups that stack non-covalently 

between DNA base pairs and gets stabilized via π-π interactions, often in combination with 

hydrogen bonds. Intercalation of these molecules induces strong structural perturbations 

which even unwinds helix of DNA and unstack the base pairs causing significant distortion 

to native DNA conformation. Because GC-rich sequences get unstacked easily, intercalation 

of ligands occurs preferentially at these sites. Ethidum bromide, proflavin and quinacrine 

are the most studied intercalators that bind to DNA through stacking interaction of their 

respective heteroaromatic rings with DNA bases.110,111 A number of intercalators, including 

anthracyclines and actinomycins are used as anticancer agents.110 

Groove binders (Figure 2.7) are another major class of non-covalentaly attached 

molecules to DNA that play a very important role in drug development. Major and minor 

grooves of DNA exhibit different dimensions, steric properties, electrostatic potential, 

hydration, environment polarity and hydrogen bonding properties.112 Hence, targeting 

these two grooves require molecules of different shapes, sizes and properties. In general, 

most of the protein recognizes and binds major grooves of DNA by reading the sequence 

information in the groove.113 Minor groove binders are usually crescent shaped that 

compliments the shape of minor groove of DNA and promotes its binding via electrostatic, 

van der Waals, hydrophobic and hydrogen bonding. These ligands show greater binding 

affinity and higher sequence specificity. Most of the minor groove binders are positively 

 

Figure 2.8: (A) Fluorescent base-stacked probe and (B) minor groove binder incorporated inside DNA. 



Chapter 2 

 

26 

 

charged which facilitates strong interaction with the electronegative pockets of -AnTn- 

region.15 Minor groove formed by AT-rich sequences is narrow and deeper as compared to 

GC-rich sequences which allows the minor groove binders to bind near AT-region with 

greater selectivity and van der Waals contacts. In addition to wider groove, the amino 

group of guanine in GC rich sequences protrudes into the groove prohibiting van der 

Waals contacts. Netropsin, distamycin, DAPI and Hoechst 33258 are well known cationic 

molecules that have high binding affinity towards minor groove of AT rich sequences 

(Figure 2.7).15,18,114-119 Cartoons showing the base-stacked and groove-bound fluorescent 

probe-molecules inside DNA are included in Figure 2.8. Such base-stacked and groove-

bound probe/DNA systems are widely used for solvation dynamics studies in DNA. 

 

2.3.3. Molecular Probes for Studying Solvation Dynamics in G-Quadruplex 
DNA 

Since higher order G-quadruplex structures interfere with telomerase replication and 

inhibit cell multiplication as well as play vital role in transcription and translation, a large 

volume of research has been dedicated toward their structural exploration and designing 

molecules (ligands) that can recognize and bind specifically to these structures in order to 

stabilize them – leading to inhibition of telomerase and several other proteins’ activity. 

Ligands with high inclination and specific recognition towards G-quadruplex DNA, even 

in presence of duplex DNA, have been found to affect telomere lengthening.120-122 

Morphological variations of G-quadruplex DNA with diverse loops and G-tract 

orientations allow recognition of different sites by ligands. Planar aromatic rings of ligands 

help them to interact with quadruplex structures through stacking at the ends of the G-

tetrad core.123-127 Aromatic ligands, besides end stacking, bind to the loop of quadruplex 

structures either by stacking with the bases of the loop or by forming intermolecular 

hydrogen bonds.123-127 Most of the ligands recognize the backbone (core and loops) of 

quadruplex DNA and bind through electrostatic and hydrophobic interactions.128-132 

BARCO 19, TMPyP4, Telomestatin, Quarfloxin, Thioflavin T, Acriflavin, Distamycin A, 

Actinomycin D, Porphyrin derivatives, Perylene derivatives, Hoechst 33258, DAPI and 

Cresyl violet have been shown to form stable complexes with G-quadruplex DNA through 

different modes of interactions such as π-π interactions, end stacking, loop recognition, 

groove binding or by base stacking (Figure 2.9).133-141 

 Solvation dynamics in duplex and G-quadruplex DNA have been studied by utilizing 

base-stacked, groove-bound and end-stacked ligands which show large fluorescence Stokes 

shifts, making these molecules ideal for the dynamics study. Fluorescence quantum yield 

of DAPI18 and Hoechst 33258,88 increases significantly upon binding to DNA as compared 

to that in water. Thus, DAPI and Hoechst 33258 act as excellent fluorescent probes to study 

solvation dynamics in duplex and G-quadruplex DNA of different sequences using TRFSS 
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experiments. In fact a major part of this thesis will discuss the solvation dynamics in 

duplex and G-quadruplex DNA probed by DAPI and Hoechst 33258. 

 

2.4. Molecular Dynamics Simulation 

Molecular dynamics (MD) simulation is an excellent tool that complements experimental 

results and can be used to study dynamics of biomolecular systems in silico. MD simulation 

has the ability to explain the complexity so as to solve the dynamics of complex 

 

Figure 2.9: Molecular structure of probes that bind to G-quadruplex DNA. 
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biomolecular systems. MD simulation is a subset of theoretical research which has the 

ability to provide details concerning the motion of a system-of-particles with time by 

applying classical laws of physics and chemistry.142 MD simulation can be used to address 

specific static and dynamic properties of the systems in order to obtain insightful 

information about the system at atomic length-scale. Many such dynamical properties are 

difficult to obtain from only experiments. 

MD simulations are useful to investigate the behaviour, structure, functions and 

dynamics of simple liquids as well as complex biological macromolecules at atomic 

length-scale142 MD simulation of biomolecules is carried out by obtaining the coordinates 

of model-structure of the system-of-interest in space from NMR or X-ray crystallographic 

or molecular docking studies. MD simulation describes the atomic motions of molecular 

system with time in a small time step of typically 2 fs by applying Newton’s law of motion 

in order to understand the physical basis of structure, function and dynamics of 

biomolecules under the influence of a well-defined (classical) force-field. 

MD simulations have been evolved as a powerful tool for complete interpretation of 

experimental data, although direct comparison of simulation data to experiments may also 

invoke properties of systems that may be actually different than the real ones. One such 

example is discussed in Chapter 7. Another interesting aspect of simulation is its capability 

to decompose the total response of the system into the contribution from individual 

constituent components – so as to predict the nature and origin of the dynamics of complex 

biomolecular systems. Several simulation packages are available for simulating DNA, 

protein and lipids such as AMBER, CHARMM, GROMACS, NAMD, etc., out of which 

AMBER simulation package is widely used for DNA simulation to obtain intricate 

structural and dynamical properties. 

Interpreting experimental results from view point of structure and dynamics of the 

simulated molecules employ calculation of either the electric filed interactions or the 

electrostatic interaction energy of a probe of interest with its surrounding charged/dipolar 

molecules. Several methodologies have been developed for calculating these interaction 

energies: In one procedure, electric field components (E) from the surrounding molecules 

along the direction of change in dipole moment () of the probe from its ground to excited 

state is calculated,52 

E(t) = E      (2.2)  

Under this assumption, the fluorescence frequency shift (t) with time in TRFSS 

experiment can be expressed as, 

              (t) = 0 – E / ħ     (2.3)  

In other procedure, pairwise Coulomb interactions between point charges is performed to 

calculate the electrostatic interaction energy as,50,51 
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ሻݐሺܧ      ൌ ቀ∑ ௜ݍ
௚/௘ே೛ೝ೚್೐

௜ୀଵ ∑ ௝ݍ
ேೞ೚೗ೡ೐೙೟
௝ୀଵ ቁ  (2.4)      ݎ/

            or        ܧሺݐሻ ൌ ቀ∑ ௜ݍ∆
ே೛ೝ೚್೐
௜ୀଵ ∑ ௝ݍ

ேೞ೚೗ೡ೐೙೟
௝ୀଵ ቁ  (2.5)   ݎ/

 

In equation 2.4, interactions of either ground (g) or excited (e) state atomic charges of the 

probe with surrounding solvent atomic charges is considered; however, it is also proposed 

that the interactions of partial charge difference, q (i.e., qexcited – qground) of the probe with 

surrounding solvent charges can be calculated (equation 2.5). More so, to eliminate the 

artefacts that arise from the truncation of long-range electrostatic interaction in simple 

pairwise Coulomb sum, a cutoff neutralized damped shift force (DSF) method is also 

proposed.143 In this DSF formalism the electrostatic interaction energy is calculated as,51,143 
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or       
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               (2.7) 

where interactions of either ground (g) or excited (e) state atomic charges of the probe with 

surrounding solvent charges (equation 2.6), or the interactions of partial charge difference, 

q (i.e., qexcited – qground) of probe with surrounding solvent charges (equation 2.7) are 

calculated. Finally, time-correlation functions of either electric field-field fluctuations or 

electrostatic energy-energy fluctuations are generated as,50-52 

ሻݐௌሺܥ   ൌ
〈ఋாሺ଴ሻఋாሺ௧ሻ〉೒/೐
〈ఋாሺ଴ሻమ〉೒/೐

      (2.8) 

 

where δE = E(t) − <E> is the fluctuation of the electrostatic energy (or field) of the probe. 

Subscripts, g and e represent the time-correlation functions in ground and excited states, 

respectively. 

Mathematically, all the above procedures are correct. Thus, the real test of simulation 

methods to predict the actual experimental results boils down to the fact that the simulated 
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correlation, CS(t), should match well to the experimental solvent response function, CE(t). 

Experimentally, the normalized solvent response function can be calculated using equation 

2.1. Now, in experiment, as long as the molecular system stays within linear response 

regime to an external perturbation, the experimental solvent response function, CE(t), 

becomes equivalent to the simulated equilibrium (or non-equilibrium) energy-energy (or 

electric field-field) time-correlation function, CS(t), within the approximation of fluctuation-

dissipation theorem.52,144 However, direct comparison of simulation to experimental results 

have been performed mainly in bulk water and DNA systems, and few in proteins, 

showing the validity of linear response theory. 

 

2.5. Dynamics of Water 

Leonardo da Vinci recognized long ago the diverse roles of water and termed it as “vehicle 

of natural changes”. Water, directly or indirectly participates and controls chemical and 

physical changes facilitating important biological processes for sustaining life on earth. 

Small size, large dipole moment and the ability to form stable structure enables water 

molecules to actively participate in many biological functions. Water stabilizes 

biomolecules either by directly making hydrogen bonds or through hydrophobic 

interactions. Thus, involvement of water paves the way to many cellular processes such as 

enzyme kinetics, molecular recognition, ease conformational fluctuations, protein 

folding/aggregation, protein-ligand recognition, DNA-protein and DNA-ligand 

interactions.14-19 Water molecules, thus affect the dynamics of biomolecules, and 

accordingly, fluctuations of biomolecules affect water dynamics. However, obtaining 

simplified picture of the complex solvent dynamics around biomolecules still remains a 

challenge. 

Significance of water in life’s process and as a unique universal solvent for biological 

and chemical processes continues to encourage experimental, theoretical and 

computational endeavours to understand its structural and dynamical aspects. 

Uncorrelated motion of water molecules by random step is the primary mode of 

displacement of water in liquids forming strong network of three-dimensional hydrogen 

bonds. Water molecules interact strongly with its neighbours through extensive hydrogen 

bond network forming four hydrogen bonds, two via hydrogen-donating OH groups and 

two via hydrogen-accepting oxygen atom.145 This molecular arrangement being very 

dynamic, participates in breaking and reforming of hydrogen bonds in picosecond time 

scales. Water molecules are characterised by intra and inter-molecular vibrational modes 

which occur on a time scale between several tens to several hundreds of femtoseconds. 

These vibrational and librational motions of water molecules are expected to be modified 

significantly when it is in a close proximity with heterogeneous surface. However, rates of 

breaking and reforming of hydrogen bonds affect the rotational and translational motion of 



Overview: Solvation Dynamics and Ligand Interactions in DNA 

 

31 

 

water molecules. Therefore, complete understanding of the water dynamics requires 

knowledge of its detailed molecular motions (rotational, translational and vibrational). 

 Dynamical aspect of solvation in polar solvent is investigated by simulating liquids 

such as water,36,38 methanol146,147 and acetonitrile.48,148 Computer simulations have revealed 

that the response of solvent to the altered charge of solute in its excited state is bimodal in 

nature.149,150 It is interesting to note that one part of relaxation time consists of initial 

ultrafast response owing to inertial vibrational motion of solvent molecules and accounts 

for ~80% of total relaxation. This initial response occurs on a time scale of 10-20 fs and is 

well fitted by a Gaussian function. Such ultrafast response from inertial motion of solvent 

molecules indicates that solvent dynamics plays an important role in many aqueous charge 

transfer processes.151,152 The second dynamical component which accounts for remaining 

relaxation is much slower owing to diffusive motions and occurs on a time scale of ~1 ps.38 

Experimental examination of molecular relaxation of liquids is made possible by the 

development of time domain and frequency domain techniques with high spatial and 

temporal resolution. However, the ability to experimentally resolve intra and 

intermolecular motion and dynamics occurring in ultrafast timescale is limited by 

instrument response. Jimenez et al., through TRFSS experiment measured water relaxation 

around excited state of dye, coumarin 343 (C343).38 The decay of solvation time correlation 

function obtained in their experiment is fitted well with a Gaussian component summed 

with two exponential relaxations. The fit extracts initial part of water solvation as 

extremely fast Gaussian component of 28 fs which accounts to 48% of the total amplitude 

and is attributed to liberational motion of solvent. A slow exponential component of 126 

and 880 fs respectively, corresponding to 20% and 35 % of the total relaxation is also 

extracted.38 In another study by Huppert and co-workers, it has been reported that the 

solvation dynamics of rhodamine 800 in water shows a bimodal behaviour with an 

ultrafast component of less than 100 fs.153 More recently, Fleming and co-workers have 

carried out 3-pulse photon echo peak shift measurement for dye (eosin) in water. Their 

experimental result was modelled with three exponential fit (upto 100 ps) which resolved 

ultrafast time component of ~17 fs contributing to 73% of the total response, along with 

two slow exponential component of 330 fs (15%) and 3 ps (12%).154 

Though the experimental results show that the inertial component of solvation 

dynamics of dye molecules occurs at very fast timescales of few tens of femtoseconds, 

theoretically, water solvation is predicted to be even faster. Using MD simulation 

Maroncelli and Fleming,155 and Bader and Chandler156 have predicted faster dynamics of 

~25 fs with even larger amplitude decay of 70%–90%. Song and Chandler,157 reconstructed 

the theoretical solvation time correlation function using dynamic dielectric continuum 

theory to compare the fluorescence up-conversion experimental results of Jimenez et al..38 

However, the time scale of solvation dynamics predicted theoretically is again much faster 

than that observed in previous experiments. In an elaborate work by Corcelli and co-
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workers on equilibrium and nonequilibrium simulation of a well-known minor groove 

binder (Hoechst 33258), they found that the solvation dynamics of Hoechst 33258 in water 

decays with three exponential component of ~9 fs (~50%), ~170 fs (~30%) and 1.4 ps 

(~18%).158 

 From all the above studies it is found that dynamics in neat water are found to 

proceed in three distinct time-scales of specific dynamical origin. The ultrafast inertial 

component with a time constant of ~10-50 fs followed by intermediate component of time 

constant ~250 fs and the slowest component of ~1 ps. The ultrafast component of ~10-50 fs 

is attributed to the collective polarization which is gradually reducing towards 

equilibrium, accelerated in speed by large dielectric constant of water. Intermediate 

component of ~250 ps originates from the rotational and translational motions of water 

molecules, whereas, decelerated damped polarization relaxation due to intermolecular 

correlation is assigned for the slow ~1 ps component. Combining experimental and 

computational methods, the quantitative measurement of the time scale of the solvent 

response has helped to understand the essential relevance of water dynamics in ionic 

conductivity,151 chemical reactions,15,159 and reaction rate for processes involving charge 

motion.151,152 Extensive work has been done in order to explore structural and dynamical 

aspects of bulk water. However, the knowledge acquired on the behaviour of solvent in 

constrained environments, especially in-and-around biomolecules41-45,160 in terms of its 

structure and dynamics is difficult to comprehend which triggered tremendous activities 

over last few decades with new insights coming out from such studies now and then 

changing our perspectives time-to-time. This thesis compiles such studies in DNA and 

lipid bilayer which upgrade the current perspective, providing new insights on the 

structure and dynamics of these systems.    

From the view point of dynamics, solvent behaviour in bulk water differs significantly 

from that of water near biological and chemical macromolecules. Thus, attempts to study 

water solvation and dynamics of hydrated complex systems like micelles,43,161 reverse 

micelles,43,160,255 ionic liquid,162-164 cryoprotectant mixture,256 binary mixture,257 deep 

eutectic (DU) melts,258 protein,43,36,195,196 DNA,43,45,107,165,166 DNA-protein complex,167-169 etc., 

using combination of theoretical, computational and experimental techniques with spatial 

resolution of few angstrom and time resolution of few femtoseconds allow us to 

comprehend intricate structural and dynamical aspects of these systems. Despite, 

continuous research activities to understand the dynamics of solvation in DNA, proteins, 

DNA-ligand and protein-DNA complexes, many conflicting concepts and crucial 

interconnected questions reappear time-and-again that needs thorough investigations. 

Hence, exploring the relationship between biomolecules structure, its intrinsic dynamics 

and the dynamics of its hydration water requires considerable further studies. A brief 

discussion on the existing understanding of dynamics of solvation in biologically 

important biomolecules is compiled in the following sections – in order to provide an 
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overall picture of existing progress in understanding of water and ion dynamics around 

biomolecules, viz. protein, DNA and DNA-protein complex. 

 

2.6. Dynamics of Solvation in Protein 

Proteins are fascinating macromolecules made up of amino acid residues, which perform 

broad range of functions in living species. Biological functions of proteins substantially 

depend on its structure and dynamical properties. Water molecules residing near protein 

surface are fundamental to its structural stability, flexibility and dynamical fluctuations. 

Interactions of water molecules with proteins govern many biological activities such as 

protein folding, acceleration of enzymatic catalysis, molecular recognition, electron and 

proton transfer in protein, protein-protein, protein-DNA and antibody-antigen 

interactions.14-19 Therefore, in order to understand vast array of functions performed by 

proteins, it is vital to characterize the dynamical profile of water in-and-around proteins. 

 Earlier studies have confirmed the presence of water molecules around protein.170-172 

Kauzmann introduced the concept of hydrophobicity and iceberg model and came up with 

an important finding of waters’ involvement in protein folding process.173,174 Motion of 

hydration water and their interactions with proteins have been studied tremendously by 

series of experimental techniques which primarily include NMR, X-ray diffraction, neutron 

scattering, THz and 2D-IR spectroscopy and by MD simulation. Dielectric relaxation 

measurement175 and neutron scattering experiments176 have given a clue for different 

behaviour of bulk and protein-bound water. With improved temporal and spatial 

resolutions, several studies have shown slow solvation dynamics near protein surface as 

compared to bulk water and even different solvation response for water molecules present 

at different regions of same protein. In a study, Wüthrich and co-workers have reported the 

residence time of water molecules at protein surfaces to be 300-500 ps.177 Another study by 

Halle and co-workers has shown relaxation time of surface water ~10-50 ps,178 whereas 

Bryant and co-workers have talked about translation motion of water around protein with 

a time constant of 30-40 ps.179 

 Use of extrinsic probe to study solvation dynamics in protein can add many 

complicacies as the probe can affect the biological activities of proteins. Therefore, 

fluorescent amino acid, tryptophan, is used as an intrinsic probe to explore hydration 

dynamics around protein. Tryptophan being natural probe does not disturb the 

conformation of protein and can help in exploring the solvation dynamics of its inherent 

state. Solvation dynamics of tryptophan in bulk water completes within ~1 ps, but shows 

10-20 times slower decay in protein.95,180 In an attempt to study solvation dynamics of 

melettin in coiled primary structure using intrinsic tryptophan shows that the total energy 

of the system relaxes with two time components of 620 fs which is assigned to bulk water 

and 14.7 ps that is attributed to bound water at protein surface.180 Further, Flemming and 
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co-workers studied the dynamics of non-covalently bound eosin to lysozyme using 3PEPS 

and found a slow component of 530 ps owing to water molecules bound to protein.181 

Another solvation dynamics study of non-covalently attached DCM dye to human serum 

albumin shows two distinct time constants of 600 ps and 10 ns, where the slow time 

component of 600 ps is assigned to bound water and 10 ns to the overall tumbling of 

protein.182 More so, Bhattacharya and co-workers showed hydration dynamics at different 

active sites of enzyme, glutaminly-tRNA synthetase (GlnRs), using covalently attached 

fluorescent probe, acrylodan. They found that dynamics of GlnRs relaxes with two time 

constants of 400 ps and 2 ns, which changes significantly showing different time constants 

for solvent relaxation upon binding of tRNA and glutamine to GlnRs, respectively.183 

Soon after, femtosecond solvation dynamics study of monellin using tryptophan as an 

intrinsic probe exhibited biphasic relaxation with time constants of 1.3 ps owing to free and 

quasi-free water molecules and 16 ps owing to surface-bound water layers. However, 

denatured monellin relaxes with slower time constants of 3.5 ps and 56 ps. Time constant 

of 3.5 ps is attributed to bulk water and 56 ps reflects bound water along with the motion of 

protein backbone.184 Several other hydration dynamics studies on staphylococcus 

nuclease185 and human thioredoxin186 using tryptophan as a local molecular probe show 

distinct relaxation times of 5.1 ps and 153 ps, and 670 fs and 13.2 ps, respectively. The 

observed fast time constants are assigned to bulk like water, whereas slow time constant to 

the bound water relaxation. In another solvation dynamics study of bovine pancreatic 

phospholipase A2 (PLA2) using tryptophan shows relaxation with time constants of 900 fs 

and 14.2 ps,187 whereas, in human serum albumin the system shows initial solvation in 

picoseconds followed by dynamics in tens to hundreds of picoseconds.188 The above 

elucidation of solvation dynamics in protein provides a clear illustration that protein 

dynamics is biphasic in nature which further shows relaxation in distinct time constant of 

few picoseconds owing to bulk like water and tens to hundreds of picoseconds due to 

bound structured water at protein surface and/or from exchange between bound and free 

water. 

Very recent studies by Zhong and co-workers on DNA polymerase IV and 

Staphylococcal nuclease (SNase) with buried single tryptophan have shown that relaxation 

of hydration water and fluctuation of protein are coupled together. They have also 

discovered that the dynamic interactions between water molecules and protein, as well as 

protein side chain fluctuations on picosecond time scale are governed by the motion of 

hydration water.189-191 However, water relaxation is always faster than the side chain 

relaxation. These studies have thus clarified that there exist a relationship between protein 

fluctuations and motion of hydration water. In another study, they have characterized the 

hydration dynamics around β-barrel protein at 17 different sites using tryptophan as 

molecular probe and found three distinct time scales for hydration water relaxation from 

hundreds of femtosecond to hundred picoseconds. The outer layer of hydration shell 
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relaxes in femtosecond time scale and behaves like bulk water, whereas, reorientational 

motions of inner water layer occur in few picoseconds and restructuring of water networks 

takes place in tens to hundred picoseconds.192 These studies indicate that motion of water 

molecules on varied protein surfaces makes water dynamics highly heterogeneous which is 

not only correlated with its local structure, but also to the overall protein architecture.192 

As experiments collect collective response of the surrounding environment including 

water and protein, it is very difficult to resolve the contributions from individual 

component in order to explore the origin of slow dynamics. Although water dynamics 

around protein differs from protein to protein and from sites to sites, but several questions 

about the origin of slow dynamics still remain and need to be investigated more 

thoroughly using MD simulations. MD simulation is used to investigate protein dynamics 

as it has the ability to disentangle the total response of complex macromolecules into its 

individual components and can reveal details concerning dynamics of individual 

components in the system. The first MD simulation of protein was carried out in vacuum 

on bovine pancreatic trypsin inhibitor with four strongly bound water molecules in its 

interior showed various motional phenomenon and fluid-like behaviour of folded 

protein.193 With steady progress to simulate biomolecules in presence of water, Sharon and 

Levitt performed 210 ps of simulation on solvated bovine pancreatic trypsin inhibitor and 

revealed that the water molecules near protein surface show decelerated rotational motion 

with higher water density.194 Karplus and Brooks explored the dynamical effect of 

solvation on the active site of lysozyme and observed that water molecules play crucial role 

in stabilizing the charged networks in active sites of enzyme and the interaction of solvent-

protein regulates the magnitude of solvent effect on the dynamical behaviour.195 Among 

several solvation models, the one given by Nandi and Bagchi,196 which is based on two 

state model depicting free and bound state of water molecules around protein, and the 

other by Zewail and Bagchi,197 where they considered the exchange between layer of free 

and bound water, were reconsidered by Zewail and Wang to account for the exchange 

between free and bound water including the coupling of bulk water with the surface 

layer.198 It has been found that the residence time of these water molecules in shell shows a 

bimodal distribution with two time scales, the fast component arises from the free bulk-like 

water and the slow time component is inversely proportional to the amplitude of 

contribution of slow component to overall dynamics. Observations of this model are found 

to be in agreement with the experimental solvation dynamics results of monellin.184 Pettit 

and co-workers simulated myoglobin to obtain the lifetime of water molecules on the 

surface of protein. They found that the residence times of water molecules are widely 

distributed from extremely short to extremely long time components and shows biphasic 

behaviour. They observe that the residence times of water molecules close to proteins are 

found to exhibit longer time components in tens of picosecond, whereas the residence 

times of interfacial mobile water depend on the extent of access of hydration sites to bulk 
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water and decays in hundreds of femtosecond to few picoseconds.199 This finding is 

consistent with the experimental results of Boxer and co-workers.200 In another simulation 

on myoglobin at different temperature from Karplus’s group shows mobility of water 

molecules to be governing factor for protein fluctuations above 180 K.201 In order to 

determine the origin of dynamics observed by Zewail and co-workers in Stokes shift 

experiment,184 Nilson and Halle simulated monellin in water. After decomposing the total 

response of the system into its contributions from water and protein based on linear 

response theory, they found that water decays with a time constant of 1.5 ps and the long 

correlation time of 74 ps is attributed to protein motion, thus ruling out the possibility of 

interconversion between free and bound water near surface of protein.53 Further, Zhong, 

Singer and co-workers, based on equilibrium and non-equilibrium simulation of 

myoglobin assigned the long-time constant to coupled motion of water and protein in 

contrary to Nilsson-and-Halle’s assertion.54 In another study, Bagchi and co-workers have 

performed simulation on globular protein H-36 to observe the sensitivity of polar solvation 

dynamics on the extent of exposure of a probe (tryptophan) and found that there exists an 

interesting correlation between solvation dynamics and surface exposure of the probe, i.e., 

more the probe is exposed towards surface water, faster the dynamics of solvation.202 In 

another study, Golosov and Karplus simulated immunoglobulin binding domain (B1) of 

protein-G (GB1) and calculated the correlation functions at 11 different sites of the protein 

using linear response approximation.202 They reported that dynamics is highly 

heterogeneous and occurs in time scales from 20 to 200 ps for different sites and suggested 

coupled water-protein motion for the slow response similar to the observations of Zhong, 

Singer and co-workers.54 More recently, Toptygin and co-workers on decomposing the total 

response of non-equilibrium simulation on GB1 using tryptophan as fluorescent probe 

found that water relaxes with a time constants of 5 - 113 ps and the long 2.6 ns of slow 

dynamics is assigned to the protein motion.203 Very recently, Laage and co-workers by 

combining extensive MD simulation on lysozyme and analytical jump reorientation model 

for water found that ~80% of hydration water slowed down by a factor of ~2-3 which does 

not arise from only slow bound water, but results from the coupled motion of protein and 

water molecules.204 In order to find the origin of dynamical perturbation of water 

molecules of hydration shell compared to bulk, Laage and Fogarty simulated a series of 

globular protein. They found that the within the hydration shell, the distribution of 

reorientation dynamics of individual water is independent of protein size and its secondary 

structure showing similar distribution of reorientation times.205 Very recently, Bagchi and 

co-workers have investigated the role of coupled dynamics of water molecules and side-

chain residues of proteins in the dynamics of hydration layer by selecting naturally 

occurring probes located at various positions on protein surface. They observed that 

relaxation timescales exhibited by differently located probes are different because of the 

restricted orientation of quasi-free water molecules of that region which are strongly 
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hydrogen bonded with longer life-time. They have gathered considerable amount of 

insight on self and cross correlations, obtained from the decomposed total solvation 

energy, which reveals that water and protein segment motions are anti-correlated. They 

also observed significant aspect of conformational fluctuations which profoundly 

influences solvation dynamics, showing that the dynamics gets accelerated or decelerated 

depending on probe’s position upon freezing the motion of protein side-chain.206 

 

2.7. Dynamics of Solvation in DNA 

2.7.1. Experimental Studies 

Bases and backbone of DNA are abundant in highly polar/charged groups such as oxygen, 

nitrogen, carboxylic, amide group, and phosphates; therefore water plays a critical role in 

stabilizing the DNA bases and the whole structure. Thus, water is of fundamental 

importance for their cellular functions. Water molecules present in the proximity of DNA 

reside in grooves and in the hydration shell next to these grooves. Constrained water 

molecules bound to minor and major grooves, which form spine-of-hydration,207 as well as 

the spanning water network in the hydration shell of DNA provide stability to DNA 

structure, facilitate charge transfer within, allow conformational mobility, and govern 

many crucial chemical processes involving DNA-protein and DNA-ligand interactions.  

 DNA shows a number of divergences in its hydration because of their polyanionic 

nature and uneven twisted ladder shape. In order to stabilize the net negative charge under 

physiological conditions, DNA interacts with the surrounding cations and dipolar water,165 

thus making the functional hydration shell of DNA to extend to several water layers from 

its surface – as a whole known as condensation layer.8,208,209 Interaction of DNA with the 

surrounding solvent molecules makes it very dynamic in nature. Therefore, depending on 

hydration number, i.e., number of water molecules per nucleotide, DNA adopt different 

conformational forms and undergo transitions from B-form to A-form or to Z-form.59,60 

Motions of counterions and water molecules near DNA show diverse dynamical properties 

with spatial disorder and dispersed relaxation. Though the atomic level investigation has 

revealed the importance of water in maintaining structures of DNA, its role on hydration 

and counterion dynamics is very versatile which did not allow to answer many relevant 

questions clearly till now. The first part of this thesis is dedicated to discussion of such 

questions and their probable answers. 

Earlier experimental studies on fluorescence anisotropy decay of ethidium bromide 

bound to duplex DNA provided evidence for internal motion in nucleic acid on 

nanosecond time scale in contrary to known rigid DNA helix,210 and also interpreted about 

the torsional dynamics of DNA.211 Fluorescence anisotropy decay of intercalated dyes such 

as quinacrine and its derivative 9-amino-6-chloro-2-methoxyacridine (ACMA) also 
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emphasized on internal flexibility of double stranded DNA.212 These initial studies 

suggested that DNA holds significant internal flexibility.213-216 In late nineties, Berg and co-

workers studied temperature dependent Stokes shifts of acridine orange intercalated in 

DNA which illustrates that the internal motion of DNA is diffusive in nature rather than 

being vibrational – a typical dynamics as seen in crystals.217 Experimental techniques 

including EPR218 and fluorescence anisotropy219 anticipated the evidence of DNA 

deformation in terms of bending and twisting of DNA helix and existence of internal DNA 

motion. These results, however, suggested that the long length fluctuations in DNA relax 

in picoseconds timescale for shortest motion and in microseconds for the longest mode. 

However, quantitative estimation of DNA dynamics at the level of individual bases in time 

scale of picoseconds and sub-picoseconds remained hard using these techniques. 

Around this time, dynamics of pure liquid probed by fluorescent molecules in 

solution and protein dynamics using tryptophan as an intrinsic probe were measured 

extensively by TRFSS technique.95,188,220 However, unlike tryptophan, fluorescence 

quantum yields of natural DNA bases are very low. Thus, study of DNA dynamics through 

TRFSS experiment requires incorporation of external fluorescent probes into DNA that can 

be used as an intrinsic probe in order to monitor the dynamics in DNA. Toward this end, E. 

T. Kool presented innovative molecular strategies of replacing natural bases of DNA with 

designed molecules having enhanced fluorescent properties.148 Based on this concept, R. S 

Colman incorporated covalently attached coumarin-102 opposite abasic-site in place of a 

natural base-pair, which stacked between flanking natural base-pairs and acted as an 

excellent probe for dynamic studies in duplex-DNA.104 Using such fluorescently labelled 

DNA, Berg and co-workers measured solvation dynamics in DNA following TRFSS of this 

covalently attached base-stacked coumarin 102 for the first time using TCSPC technique.105 

Large change in dipole moment upon optical excitation makes coumarin 102 an ideal probe 

for TRFSS experiments. They found that the solvation response function for DNA shows 

bi-exponential decays from 100 ps to 30 ns and extracted two distinct time-components of 

300 ps (47%) and 13 ns (53%).105 This result showed that DNA relaxes much slower than 

pure water, but the origin of such distinct dynamics remained unclear at that time. They 

also speculated that the slow dynamics could result due to the relaxation of DNA proper or 

motion of the counterions along the DNA helix and/or the constrained motion of spine-of-

hydration and/or exchange of slow groove water with ions. Shortly after this finding, Berg 

and co-workers again measured TRFSS of base-stacked coumarin 102 over three decades of 

time from 40 ps to 40 ns with improved resolution of TCSPC technique.221 They came up 

with an exciting result that solvent response function for DNA follows logarithmic 

relaxation from 40 ps to 40 ns instead of bi-exponential as seen in their previous work.105 

This logarithmic decay of DNA relaxation does not show convergence even at 40 ns. They 

further demonstrated that the energy relaxation process stretched over three decades in 

time which shows complicated underlying solvent response which could arise from motion 
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of charged moieties of DNA structure. Berg and co-workers even predicted the possibility 

of faster process in DNA dynamics that could be explored with techniques of ultrafast time 

resolution. 

Around similar time, Zewail and co-workers reported site- and sequence specific 

solvation dynamics in DNA using covalently attached base adenine analog, 2-aminopurine 

(2-AP) from 100 fs to 50 ps using fluorescence up-conversion technique.101 They modelled 

solvation correlation function of 2-AP modified DNA using bi-exponential decay that 

revealed two time-constants of 1.5 ps and 11.6 ps. In same fashion, they also investigated 

DNA hydration dynamics using minor grooves binder, Hoechst 33258.119 Following TRFSS 

of Hoechst bound to DNA from femtoseconds to tens of picoseconds, they found that DNA 

hydration again shows “bimodal” behaviour. The solvation correlation function was again 

modelled with bi-exponential function with two distinct time constants of 1.4 ps (64%) and 

19 ps (36%), although Hoechst in bulk water decays with the time constants of 195 fs (33%) 

and 1.2 ps (67%). At that time these results indicated that solvation dynamics in minor 

groove of DNA differ significantly from that of bulk water and these two well separated 

time constants for DNA dynamics originate from labile bulk water (1.4 ps) and weakly 

bound ordered water (19 ps). 

Apart from Hoechst, there are known ligands that have a high propensity of binding 

to minor groove of DNA. Out of these, DAPI, another popular minor groove binder is 

widely used to probe dynamics in DNA. Complimentary to Zewails’s work, Pal and co-

workers reported the dynamics of duplex DNA probed by groove bound DAPI and 

Hoechst 33258 using picosecond resolved TCSPC technique.222 They found bi-exponential 

solvation correlation function with a time constants of 130 ps (75%) and 2.35 ns (25%) for 

DAPI-DNA system and 110 ps (68%) and 2.58 ns (32%) for Hoechst-DNA complex. Similar 

time constants associated with the response of the surrounding environment show that 

both the ligands occupy minor groove of the DNA. They have attributed the fast time 

constant (~130 ps) to intramolecular proton transfer and electron transfer processes from 

bases of DNA to DAPI, whereas the slow time constant to the DNA motion. 

Ernsting and co-workers measured time-resolved emission Stokes shift of a 

molecular probe 2-hydroxy-7-nitrofliorene (HNF) incorporated inside 13-mer DNA duplex 

opposite to an abasic site in femtosecond time scale using pump-probe transient absorption 

technique.106 The dynamic Stokes shift obtained in their experiment is modelled using sum-

of-three exponentials of time constants 221 fs, 2.35 ps and 18.7 ps, concluding that water 

molecules bound to DNA is the major contributor to the observed dynamics.106 Further, 

Vauthey et al. studied the dynamics of fluorescent probe, oxazole yellow, intercalated into 

DNA using ultrafast fluorescence spectroscopy and found that the measured dynamic 

Stokes shift shows two decay time components of 1 ps and 20 ps.223 

For long, all the above results remained fragmented and reported in segments of 100 

ps to 30 ns,221 100 fs to 50 ps,101 100 fs to 100 ps,119 100 ps to 10 ns222 and 40 ps to 40 ns105 
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using different ligands either base-stacked or groove-bound which mostly reported bi-

exponential (or logarithmic) decay of solvation correlation functions in DNA. However, 

none of these studies provided complete picture of DNA dynamics ranging from 

femtosecond to nanosecond timescale. Thus, to comprehend the entire DNA dynamics 

from femtoseconds to nanoseconds, Berg-Murphy-Ernsting-Coleman and co-workers 

combined the measured TRFSS of base-stacked coumarin 102 in DNA of generic sequence 

using three different techniques; pump-probe transient absorption (40 fs to 120 ps), 

fluorescence up-conversion (1 ps to 150 ps) and time correlated single photon counting (40 

ps to 40 ns) to map six decades of time from 40 fs to 40 ns.224 Their study revealed very 

exciting finding, showing that the solvation response of coumarin 102 follows a single 

power law, quantified with an exponent of 0.15 covering the entire time range from 40 fs to 

40 ns.224 However, these techniques are reported to measure only 70% of the total Stokes 

shift (from 85 to 15%), indicating that the reorganization of DNA proceeds even beyond the 

longest time measured (40 ns). This kind of power-law behaviour is observed in glassy 

materials225,226 and such kinetics is very surprising in DNA. Moreover, non-existence of any 

distinct time-component in the overall dynamics, as predicted earlier, indicates that the 

surrounding solvent (water and ions) and motion of DNA proper (bases and backbone) are 

coupled together through complex electrostatic interactions, thus following dispersed 

power-law over entire six decades of time range. As this result did not show any separate 

time scales which can be assigned to any specific motion of constituent molecules, it raised 

several questions concerning the origin of power-law dynamics in DNA. 

Interestingly, in addition to the power law dynamics seen in the above study, an 

additional fast motion at the end of the helix was observed when coumarin 102 was 

stacked near the helix-end. TRFSS results show an additional exponential relaxation of 5 ps. 

This time constant was attributed to the unique “fraying” motions present at the helix 

end.227 This suggests that the power-law relaxation is considered as baseline dynamics of 

unmodified DNA with an extra rapid fraying relaxation at the end of helix which is highly 

localized and weakly coupled to the dynamics of the rest of the system. All these data are 

well convincing that the DNA dynamics is much more complicated than the dynamics in 

proteins as discussed in previous section. 

In spite of the fact that DNA is structurally less diverse than protein, yet the position 

of the probe inside DNA remarkably changes the observed dynamics. An interesting study 

from our research group showed that the TRFSS of a minor groove binder, DAPI bound to 

duplex DNA follows same power-law relaxation, as found in case of base-stacked 

coumarin by Berg and co-workers, multiplied with sum of two exponentials from 100 fs to 

10 ns. It is very compelling to note that the measured dynamics in DNA either with base 

stacked or groove bound probe experiences a very similar dynamics in the time span of 100 

fs to ~100 ps, but differs remarkably from ~100 ps to 10 ns. This qualitative change in 

dynamics was speculated to originate from the displacement of groove bound water 



Overview: Solvation Dynamics and Ligand Interactions in DNA 

 

41 

 

molecules (and possibly ions) which are otherwise believed to be intact in the base-stacked 

system, thus suppressing the slow contribution to the overall dynamics.117 

In order to understand the influence of counterions on DNA dynamics probed by 

base-stacked and groove-bound ligands, TDFSS of coumarin 102 stacked into duplex DNA 

in presence of various counterions (Li+, Na+, K+, Rb+, Cs+, NH4+, N(CH3)4+, N(C2H5)4+, and 

N(C4H9)4+) of different hydrodynamic radius were measured from 40 ps to 40 ns.267 It was 

observed that the counterions with smaller hydrodynamic radii show almost identical 

power-law type dynamics, whereas, larger ions (Li+ and the tetraalkylammonium ions) 

show an extra exponential component in addition to power-law decay which is directly 

correlated with hydrodynamic radii of the ions.228 However, TDFSS of DAPI groove bound 

to duplex DNA in presence of three different counterions (Na+, Rb+ and TBA+) are found to 

be nearly identical from ~100 fs to 10 ns.18 Thus, revealing the fact that unlike the base-

stacked probe in which the counterions have tendency to visit the probe’s site, groove-

bound DAPI cannot sense the motion of these counterions as it displaces them away from 

its binding site. 

Regardless of large number of studies describing the DNA dynamics probed by 

groove-bound and base-stacked fluorophores, none of the studies have talked about how 

the ligand gets solvated inside the minor groove of DNA formed by varying AT-/TA-rich 

sequences. In an attempt to explore the sequence dependent solvation dynamics of a 

groove binder DAPI in the minor groove formed by four different sequences, Sen and co-

workers investigated the TRFSS of DAPI over broad range of time from 100 fs to 10 ns.229 

These sequences differ near the binding site (−AATTG−, −TTAAG−, −TTAAC− and 

−AATTC−) of DAPI. Sen et al. found that the Stokes shift dynamics of groove-bound DAPI 

in three sequences (−AATTG−, −TTAAG− and −AATTC−) follow a power-law multiplied 

with sum-of-two exponentials, whereas, changing the sequence from −TTAAG− to 

−TTAAC− influences the dynamics significantly such that it follows a single power-law 

over five decades of time from ~100 fs to 10 ns. They concluded that dynamics of the water 

molecules near the ligand-binding sites, coupled to the local DNA motion, can be a possible 

reason for the divergence seen in the dynamics.229 

 

2.7.1. Simulation Results: Comparison of TRFSS Results to Simulation 

There have been several experimental observations of DNA dynamics that show the effects 

of DNA motion (bases and backbone), DNA sequences, displacement of water molecules, 

ion atmosphere, binding mode of probe, and probe positions on the DNA dynamics over 

broad time-ranges. However, exact explanation of such dynamics in DNA was not clear till 

the time MD simulation studies started dissecting the overall dynamics into the dynamics 

of individual components of the system, i.e., water, DNA and counterions. Over the years, 

MD simulation became quite a complimenting method to TRFSS experiment which has the 
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capability to disentangle the complex interactions of multicomponent systems like DNA. 

With revolutionary progress in computational technology, power, and algorithmic 

advancement, MD simulation has become one of the most potential methodologies that can 

explore the complexity of molecular systems and bring out the new insights about the 

structure and dynamics of the systems. 

 It’s been four decades since the first MD simulation on bovine pancreatic trypsin 

inhibitor protein in vacuum was published.193 After that, it took several years to perform 

simulation on nucleic acid. The first atomic level MD simulation of duplex DNA solvated 

with explicit water and in presence of counterions for charge neutrality was reported by 

Kollman and co-workers for 106 ps in 1985.230 With algorithmic development and accurate 

parameterization, MD simulations of nucleic acids have become abundant of late. A study 

by Young et al. interpreted the water molecules residing in the minor groove of DNA as 

“spine-of-hydration” from 1.5 ns long MD simulation.231 Soon after, Beveridge and co-

workers simulated B-DNA extending for 5 ns with explicit water molecules and Na+ ions 

and compared the results with NMR and crystallographic studies of corresponding DNA 

sequence.232 This study provided details concerning groove widths and dynamics of axis 

bending in B-DNA. They have also found that the counterions intrude inside minor groove 

of DNA and may reside along with the constrained groove water molecules, thus affecting 

the environmental structure and thermodynamics. 

NMR, X-ray crystallography and theoretical studies have shown that structural 

framework and diffusion of water molecules in the immediate proximity of biological 

macromolecules are different from those of bulk water.233-235 Therefore, in order to explore 

the translational mobility of ions and water molecules around biological macromolecule, 

Makarov and co-workers performed MD simulation on sperm whale myoglobin and A-

DNA for 1.1 ns and 10 ns, respectively. They found that the effect of macromolecules on the 

mobility of water and ions is similar for both proteins and DNA which extends upto 15 Å 

from the solute. It is also reported that the diffusion of water molecules around DNA is 

slower than that of bulk water.236 Differences in the network of hydrogen bonding to the 

water molecules were also seen in MD simulations of the DNA duplex d(CGCGCG)2 at 

varying range of temperatures from 20 K to 340 K.237 Another study has reported longer 

residence time of water molecules in minor groove of DNA as compared to major 

groove.238 In an earlier study, Bagchi and co-workers showed that the dynamics of water 

molecules residing in minor groove and major groove differ substantially in terms of 

hydrogen bond lifetime, translational and rotational motion. They found that translational 

motion of minor groove water molecules is sub-diffusive, whereas, the rotational time 

constant of water molecules at the interface shows non-exponential decay with a slow time 

constant of ~200 ps. More so, the hydrogen bonds formed between the water molecules in 

minor groove are found to have an average lifetime of ~50 ps and maximum lifetime of 

~115 ps, whereas the average lifetime of hydrogen bond of major groove water molecules 
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is ~20 ps with maximum lifetime of 35 ps.239 These time constants suggest slow dynamics 

of water molecules near DNA as compared to bulk water by an order of magnitude. 

Though order parameters, properties of DNA, residence time of water molecules, mobility 

of ions, hydrogen bond lifetime and effective correlation times were determined, but none 

of the above studies has explored the details of DNA solvation dynamics. On the other 

hand, Mukherjee et al. showed that the dynamics of water uptake and release facilitate 

drug binding to duplex-DNA – a process that occurs on a complex free energy surface.240 

In order to capture the effect of counterions on DNA dynamics and convergence of 

ion motion in the vicinity of DNA, Beveridge and co-workers performed first longest MD 

simulation of d(CGCGAATTGCGC)2 duplex for 60 ns.209 They found that the only 94% of 

ion motion converges till ~60 ns of simulation even though the relaxation time for internal 

structural motions of DNA converges within ~5 ns.209 However, a recent simulation of 150 

ns from the group of Corcelli have shown that a reasonable degree of convergence for ion 

motion in-and-around DNA is achieved within 100 ns and to near completion at 150 ns. All 

these results indicated that motion of ions in the proximity of native DNA is sensitive to 

long-time dynamics and can contribute to the solvation inside DNA.241 

To add understanding on the origin and nature of the slow dynamics as seen by Berg 

and co-workers105,221,224 and Zewail and co-workers101,119 in TRFSS studies, Hynes-Bagchi  

and co-workers carried out 15 ns long MD simulation on 38 base-pair duplex DNA in 

presence of Na+ counterions and water molecules.50  Using each of the DNA-bases (A, T, G, 

C) as an intrinsic probe, instead of base-stacked or groove-bound probes as used in 

experimental studies, they calculated the energy-energy time correlation functions for each 

base to characterise solvation dynamics. They found that the average solvation time 

correlation function shows non-exponential decay with inertial fast component of ~60-80 fs, 

followed by two time components of ~1 ps and 20-30 ps.50 These time constants are in close 

agreement with the time constants observed in experimental results by Zewail and co-

workers.101,119 To get insights of the origin of observed timescales, they decomposed the 

total response into auto- and cross-correlations of constituent molecules, i.e., water, ions 

and DNA. They found that ultrafast time component of ~100 fs is dominated entirely by 

water molecules near the nucleotide, which was attributed to bulk water in experimental 

results.101,119 However, presence of large negative cross-correlation between ion and water 

rules out the possibility of attributing the dynamics to a specific component. Thus, the slow 

dynamics of 20-30 ps was interpreted to be due to coupled motion of water molecules and 

ions. Moreover, they suggested the discrepancies in the slow time constant obtained in 

experiment ~12 ps101 and simulation ~20-30 ps could be because of the different probe and 

length of the DNA base pairs used in experimental studies. However, this study did not 

observe the dispersed power-law dynamics in DNA as found in the experiments of Berg 

and co-workers. To find the origin of the slow power-law dynamics observed by Berg and 

co-workers,224 they have calculated average time correlation functions for four bases which 



Chapter 2 

 

44 

 

resulted into slow component of ~250 ps, but this finding fails to solve the origin of slow 

power-law dynamics due to the limited simulation length (15 ns).50 

More recently, Furse and Corcelli used MD simulation to associate simulated result 

with TRFSS experimental results of Zewail and co-workers119 to further explore the 

dynamics of water molecules around DNA.51 They have performed equilibrium and non-

equilibrium simulation of Hoechst 33258 bound to the minor groove of dickerson DNA, 

same as used in experiment by Zewail and co-workers, and measured the response of 

solvent to the change in charge distribution in the Hoechst-probe. Non-equilibrium 

solvation response and equilibrium correlation functions for ground and excited state were 

fitted with tri-exponential function within the time range of 10 fs to 100 ps. Their analysis 

extracted similar relaxation time for both equilibrium and non-equilibrium correlation 

functions.51 It was observed that the relaxation time for Hoechst in solution (0.17 and 1.4 

ps) and bound to duplex DNA (1.5 and 20 ps) are in excellent agreement with the 

experimental findings (0.2 and 1.2 ps and 1.4 and 19 ps).119 Further, they calculated the 

solvation response of individual components by decomposing the total correlation function 

into its individual component following linear response decomposition method,51 

proposed by Nilson and Halle.53 Decomposition of the total response shows that water 

component decays quickly with maximum contribution from first solvation shell. The 

DNA component decays slowly and is accountable for the long time component of 20 ps, 

which mainly originates from the central A-T region near the probe binding site. This result 

is not in accordance with the interpretation of Zewail and co-workers, where they 

attributed the slow dynamics to weakly bound water molecules near DNA.119 Findings of 

Corcelli and co-workers also agree with results of solvation dynamics in protein given by 

Nilsson and Halle,53 but diverge from the findings of Hynes and Bagchi.50 This study could 

not observe slow power-law dynamics either as seen by Berg and co-workers in TRFSS 

experiments.224 

The power-law dynamics was not anticipated in any of the above mentioned 

simulation studies, as the emphasis was on simulating experimental results till ~100 ps. 

Therefore, to provide a clear interpretation about the nature and origin of power-law 

dynamics in DNA, Berg and co-workers analysed 46 ns of equilibrium MD simulation 

trajectories of Dickerson DNA, performed by Beveridge and co-workers.52 They have used 

central adenine as a test probe to calculate electric field dynamics where the observed 

dynamics of thermal fluctuations are characterized by electric field correlation function. 

This simulated solvation correlation function was then compared to non-equilibrium 

TRFSS experiment based on linear response theory. Comparison of simulation data shows 

striking similarity of power-law dynamics as observed in TRFSS experiment with base-

stacked C102.224 Further, to find the complicated aspect of the DNA dynamics, total 

response was decomposed into individual component using a “polarisation model”. This 

model was used to eliminate the signal contribution that originates from strong coupling 
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among the components (cross-correlations) of the system to the total response, so that the 

contribution from individual components (auto-correlations of intrinsic components) can 

be predicted independently. They found that under polarisation decomposition method, 

water contribution to TRFSS response of probe is found to be maximum of ~90% of total 

dynamics that governs the power-law dynamics at all times. The contribution from 

counterions was small (~6% of total) and relaxes with an exponential time constant of ~200 

ps, whereas contribution of DNA to the total signal is minor (~4%) with a stretched 

exponential relaxation of 30 ps. Hynes and Bagchi50 have shown that the slow dynamics 

originates from the coupled motion of water and counterions, but the decomposition by 

Sen et al. using polarisation model, which eliminates the cross-correlations, showed that 

contribution of water is much more dominated than that of counterions. Even after 

applying linear response decomposition method, the results were significantly different 

from that of simulation data of Hoechst/DNA system reported by Furse and Corcelli51 

which showed DNA motion is responsible for the slow TRFSS response. This inconsistency 

suggests that there are noteworthy differences between the base-stacked and groove-bound 

probe/DNA systems which are directly reflected in the components’ dynamics as 

calculated.  

Recently, Furse and Corcelli have analysed a set of long simulations on DNA with 

and without Hoechst 33258 and with Coumarin-102 charges on DNA bases.242 They 

showed that when the probes are incorporated into DNA, Coumarin102/DNA system 

decays slowly compared to native DNA and Hoechst 33258/DNA system, showing nearly 

power-law type behaviour of the dynamics which is in line with the experiment of Berg 

and co-workers. They emphasised on the fact that Hoechst replaces significant number of 

water molecules when it binds to the minor groove of DNA, whereas, minor groove gets 

widen when a base pair is replaced by Coumarin-102 (opposite an abasic site). In contrary 

to Berg and co-workers, this study does not support the idea of water being responsible for 

slow dynamics in DNA. Further, decomposition of the total response into individual 

component showed that water contributes maximum to the total response in initial times, 

but after ~100 ps DNA becomes the major contributor and ion contribution being almost 

negligible. Most of above studies, mainly the recent ones, by both TRFSS experiments and 

MD simulations which extend into broad time-range (typically 10 ns or more) saw the 

collective solvation dynamics in DNA is rather dispersed which mainly follow power-law 

type relaxation features. 

 

2.8. Dynamics of Solvation in DNA-Protein Complex 

Even though a considerable amount of experimental and simulation studies have been 

performed to explore and interpret the structural and dynamical aspects of protein, DNA, 

yet another system that needs more exploration is the DNA-protein complex. Despite its 
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importance in various cellular processes, the dynamics of water and ions near such 

complexes are least understood. Dynamic assemblies of protein and DNA initiate cellular 

signals for various biological activities and facilitate several biological functions in living 

cells such as transcription, replication, recombination and DNA repair. A considerable 

number of X-ray and NMR studies have helped to gain insights into static picture of DNA-

protein complexes,243-246 yet deeper understanding of dynamical recognition, possible 

influence of water and ions on protein-DNA interactions is still incomplete. It has been 

seen that the change in dynamics around DNA/protein complexes can influence the 

affinity and specificity of protein-DNA interactions.10,11,247-250 Elucidation of one such 

complex interaction includes recognition of mismatched base pair of DNA by DNA 

mismatch recognition protein (MutS and MutS). Further, it has been indicated that local 

effect of mismatched base pairs in DNA such as bending/unbending at mismatch sites, 

kinking in DNA helix and motional dynamics of mismatch sites act as clue for recognition 

by MutS and MutS.20,21,251,252 In fact a substantial part of this thesis will discuss how 

insertion of mismatched bases alter the collective solvation of groove bound probe-ligands, 

which may also act as cue for its recognition and repair by MutS and other proteins. 

 Rearrangement and release/uptake of water molecules and ions are involved in the 

formation of stable protein-DNA complexes. Zewail and co-workers explored the 

dynamics of Histone 1/DNA complex through TRFSS experiment using TNS and DC as 

fluorescent probes which bind through noncovalent electrostatic interactions and by 

covalent adduction, respectively.167 They found that TRFSS data show a strong recognition 

mechanism between protein and DNA via electrostatic interaction which leads to 

dynamically rigid complex formation and involvement of hydration water and interface 

polarity in specificity and stability of the complex.167 Another time resolved Stokes shift 

study by Pal and Sarkar has explored the interaction of DNA with nucleic protein histone 1 

(H1) and the effect of complexation on ligand binding to the DNA. Solvation studies 

revealed insignificant change in local environment of DNA-H1 complex upon binding of 

Hoechst 33258, while base stacking of ethidium bromide in DNA is severely perturbed 

upon complexation with protein.253 Other time resolved experiment of base-stacked 

coumarin 102 in DNA/APE1 complex showed that the slow dynamics as seen in bare DNA 

persist in DNA/APE1 complex which can influence the rate of reaction and stability of the 

transition state.168 

 MD simulation study has been employed to understand the heterogeneity in water 

motion in-and-around DNA/protein complexes. Bandhopadhyay and Sinha have carried 

out MD simulation to explore the heterogeneity in dynamics of water molecules that 

resides in different sites of the complex formed by human TRF1 protein and telomeric 

DNA.254 They attributed such heterogeneous behaviour of water motion around the 

protein-DNA complex to the relaxation times of hydrogen bonds formed with the complex. 

They also showed that formation of such complexes affects the motion of water molecules 
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in a non-uniform manner.254 All these above studies reveal that the presence of ions and 

water molecules in the proximity of protein-DNA complexes show dynamical properties 

which differ from bulk and influences the stability and specificity of the complex. 

 

2.9. Conclusion 

The fact that understanding nature of water and ion dynamics near DNA and other 

biomolecules is vital, but critical, is emerged from all these previous studies. Nevertheless, 

it has been well-established that TRFSS experiments and MD simulation have tremendous 

power to unfold the intricate details of DNA dynamics because they can measure dynamics 

of biomolecular solution in the similar timescales of constituent molecular motions. The 

current understanding of DNA solvation dynamics clearly indicates that one needs 

combined experimental and simulation explorations to fully comprehend the intricate 

coupling of perturbed water and counterion motions near negatively charged DNA. 

Although, strongly debated discussions have been made in literature regarding the 

explanations of origin of slow dynamics in DNA, one thing is evident from many of these 

experimental and simulation studies which extended the measurement time-window over 

broad range that overall dynamics in DNA follow dispersed power-law type relaxation 

over broad time-range. Such dispersed dynamics in DNA is found to be rather different 

from that in proteins. However, it is also found that if this (local) dispersed dynamics in 

DNA is influenced by counterion motions and/or base-sequence dependent ligand binding 

to minor grooves then the power-law dynamics can be modulated to exponential type 

relaxations. It is also evident that there is serious constraint to explain the DNA dynamics 

accurately if measurement time-window of TRFSS experiments and simulation becomes 

small, which actually leads to debated conclusions in many occasions. Nevertheless, the 

recent success of interpreting TRFSS experiments through (direct) comparison of simulated 

dynamics is very promising, which has surely started upgrading our knowledge of 

perturbed water and ion dynamics near DNA (and other biomolecules). However, the 

endeavour to arrive at a unified picture of the biomolecular dynamics is still in its nascent 

state; although, it is believed that hydration layer water on the outer surface of DNA, 

proteins and lipids are retarded only moderately by a factor of 2-5 compared to bulk water. 

The dynamics of water molecules (and ions) in/near grooves of DNA or in clefts of protein 

surfaces or in hydrophobic pockets of proteins or buried inside lower head-group region of 

phospholipid bilayer are, however, much retarded, which show dispersed dynamics over 

very long time extending over decades. 

Most of studies discussed in this chapter, mainly the recent ones, on both TRFSS 

experiments and MD simulations which extend into broad time-range (typically 10 ns or 

more) show that the collective solvation dynamics in DNA is rather dispersed that mainly 

follow power-law type relaxations. However, there has been substantial debate on the 
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origin of such dispersed power-law dynamics in DNA. In this regard, some studies 

indicated water to be dominant and ions with substantial contributor, while some others 

indicated DNA-motion to be dominated that control the slow dispersed dynamics. The 

following chapters in this thesis will however show, comparing TRFSS to MD simulation 

results, that it is actually much harder to explain the dispersed solvation dynamics in DNA, 

and one may need to study each DNA or DNA/ligand systems separately to explain the 

origin of dispersed (power-law) dynamics. In fact, this thesis includes results that clearly 

show that ‘there are perturbed slow water molecules near grooves of DNA which control the 

dispersed power-law solvation dynamics in duplex and G-quadruplex DNA’. In fact, results 

presented here will actually disprove some existing understanding about the DNA 

solvation. Furthermore, through TRFSS experiments this thesis will show that the 

dispersed power-law dynamics can get significantly modulated by the presence of a single 

mismatched base-pair inside the minor groove. Through such measurements it has been 

hypothesised that the changes in collective solvation dynamics in minor groove of DNA, 

induced by the mismatched base-pairs, may have important role in the mismatch 

recognition and repair mechanism by the repair enzymes. 
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Chapter 3 
 

Experimental and Simulation Methods:  
Application in DNA and Lipid Bilayer 

 

 

Experimental and computational methods are employed to gain knowledge about various 

natural phenomena. This knowledge is further used to predict other similar phenomena. 

The superiority of any method depends on the scientific knowledge of the method itself, 

and as the knowledge grows, methods also evolve with time, therefore upgrading both 

knowledge and methods. This chapter discusses the experimental and simulation methods 

used to carry out the research work on static and dynamic properties of biomolecules, 

particularly DNA and lipid bilayer/vesicles in the present thesis. The experimental 

techniques used are: steady-state absorption and fluorescence spectroscopy, Time 

Correlated Single Photon Counting (TCSPC), fluorescence Up-Conversion (UPC) and 

Circular Dichroism (CD) spectroscopy. This chapter describes, in detail, experimental 

principles, instrumentation and data analysis used in the present works. It also contains 

detailed methodologies used to perform molecular docking and molecular dynamics (MD) 

simulations as well as the analysis of simulation trajectories for direct comparison of 

simulation results to experiments. 

 

3.1. Experimental Methods 

3.1.1. Steady-State Absorption and Fluorescence Spectroscopy 

Measurement of steady-state absorption spectra of molecules using spectrophotometer is 

the first step to obtain electronic properties and concentration of molecules. 

Spectrophotometer works based on the Beer-Lambert’s law as,  

 

ܣ   ൌ ݃݋݈ ቂ
ூబሺఒሻ

ூሺఒሻ
ቃ ൌ  (3.1)                ݈ܥሻߣሺߝ

where A is the absorbance. I0(ߣ) and I(ߣ) are the intensities of incident and transmitted light 

at wavelength ߣ, respectively. (ߣ) is molar extinction coefficient at that wavelength, C is 

concentration of absorbing molecules and l is the path length of sample. For all steady-state 

absorption measurements, a dual-beam Shimadzu UV-2450 spectrophotometer was used. 

Jasco UV-Vis-NIR spectrophotometer (V-670), equipped with temperature controlled bath, 

was also used to measure the concentration of single-stranded DNA at 90C by monitoring 

the absorption at 260 nm. Finally, the concentrations of DNA samples were calculated 

using the extinction coefficient of DNA from nearest-neighbor model in several cases.1,2 
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 To acquire steady-state fluorescence spectra, the fluorophore is irradiated with a 

continuous light source. Hence, the excited state population is continuously created and 

de-excited to ground state, thus reaching a steady-state. Agilent Cary Eclipse fluorescence 

spectrometer was used to measure the steady-state fluorescence spectra of the samples 

with excitation and emission band-pass set at 5 nm and 5 nm, respectively, for DNA 

samples and 5 nm and 1.5 nm, respectively, for lipid-vesicle samples. All fluorescence 

spectra were corrected for instrumental error and band-pass using standard spectrum of 

Quinine Sulphate solution.3,4 Finally the spectra were converted into either photon/nm vs. 

nm or photon/cm-1 vs. cm-1 for further analysis. 

 

3.1.2. Time-Resolved Fluorescence Spectroscopy 

Time-resolved spectroscopy measures the dynamic processes in molecules. The theory of 

time-resolved spectroscopy is not new, but with the development of pulsed lasers, pulse 

shaping techniques and fast detectors, the stability and time-resolution of these techniques 

has improved to unprecedented levels. Unlike steady-state fluorescence spectroscopy, 

time-resolved fluorescence spectroscopy works based on the excitation of a fluorophore 

with a pulsed light source and subsequently measuring the fluorescence transients without 

the light excitation. Many established time-resolved techniques are available. Among them, 

fluorescence-based Time Correlated Single Photon Counting (TCSPC) and Up-conversion 

(UPC) techniques are unique and are widely used to study dynamical processes in 

molecules from tens of femtoseconds to microseconds. These time-resolved techniques, 

together with steady-state absorption and fluorescence, were used for the research works 

presented in chapters 4–8. Brief descriptions of the principles of TCSPC and UPC 

techniques are given below. 

 
3.1.2.1. Time Correlated Single Photon Counting 

Time Correlated Single Photon Counting (TCSPC) has the highest sensitivity of single 

photon detection, large dynamic range, excellent signal-to-noise ratio and high time-

resolution. TCSPC is widely used to measure fluorescence lifetimes of molecules from tens 

of picoseconds to microseconds. 

 

3.1.2.1.1. Instrumentation: TCSPC 

TCSPC works on the principle of detection of a single photon with reference to an 

excitation pulse.5,6 The schematic diagram of TCSPC instrument is shown in Figure 3.1. In 

TCSPC, sample is excited by an ultrashort laser pulse and the emitted fluorescence 

photon is detected by a fast detector in perpendicular direction. Laser light is focussed 
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inside sample by a lens. Power of laser falling on sample is controlled by a variable 

neutral density (VND) filter. Fluorescence photons from the sample are then detected 

with a fast micro channel plate-photomultiplier tube (MCP-PMT) after passing through 

a filter and monochromator. The output signal of MCP-PMT is used as Start pulse for 

the time-to-amplitude converter (TAC) after amplifying and reducing noise through a 
constant fraction discriminator (CFD), which triggers the charging of a capacitor 

inside the TAC. A sync-out signal from the laser is also fed to another CFD to reduce 

the noise after delaying the pulse through an electronic-delay or signal-cable before it 

is finally inserted into the TAC, which acts as Stop pulse. Arrival of Stop pulse to TAC 

discharges the capacitor inside TAC. The time difference between Start and Stop 

provide the arrival time of detected fluorescence photon relative to the excitation pulse. 

The time-difference is then converted to voltage TTL-pulse which is actually the output 

signal of TAC. This output TTL-voltage is then amplified and fed into a window 

discriminator (WD) which put a threshold voltage as to discard the false signal 

counting. The output voltage is then converted to digital signal by an analog-to-digital 

converter (ADC) and stored as single photon event in a multi-channel analyzer (MCA) 

by adding a number into the memory with an address proportional to the time 

difference between Start and Stop. Many such photon events are registered in MCA 

with multiple laser excitations which finally generate a histogram of detected photons 

that follow Poisson distribution. This distribution corresponds to fluorescence decay 

 
 

Figure 3.1: Schematic Diagram of TCSPC Setup. 
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profile of molecules under investigation. To discard rotational motions of fluorophores 

in the detected photons, emission polarization is set at 54.7 (magic angle), relative to 

vertical polarization of excitation. The time-resolution of TCSPC setup depends on 

both pulse duration of laser and electron transit time of detector. Using a MCP-PMT 

and a femtosecond laser source the minimum time-resolution of TCSPC can be brought 

down to ~30 ps.  

 TCSPC works based on the principle that: on an average, less than one photon is 

detected for each excitation pulse. There are many events of excitations when no photon is 

detected. Typically, the photon detection rate is maintained at <1% of the laser repetition 

rate to minimize the pulse-pileup in measured decay. The instrument response function 

(IRF) is measured by the instantaneous scattering profile of a scattering solution in place of 

sample. Width of the laser pulse, transit-time of electrons inside PMT and electronics used 

in TCSPC contribute to the IRF of the system. Thus, laser pulse-width and detector are 

chosen in such a way that the IRF is much shorter than the lifetime of molecule to be 

measured. Laser pulse repetition rate is also set in such a manner that the longest decay 

reaches nearly to zero before the next laser-pulse arrives at the sample. 

 We have used a TCSPC set-up (FL920, Edinburgh Instruments, UK) equipped with 

picosecond pulsed diode laser (emission @375nm) of pulse-width ~60 ps and selectable 

pulse-repetition rates. The FL920 TCSPC setup uses a compact PCI-interfaced TCC900 card 

that contains all the electronics including CFDs, amplifiers, TAC, ADC, WD, delay and 

MCA. Generally, sync-out signal from the MCP-PMT output (Start pulse) and the laser (Stop 

pulse) are directly fed into Start and Stop connectors of TCC900 card, and the final 

fluorescence decay is registered in the MCA of the TCC900 card. For measuring the 

fluorescence decays, laser repetition rates were fixed at either 5 MHz or 10 MHz such that 

the TAC time-range becomes 200 ns or 100 ns, respectively. All decays were measured at 

magic angle using 4096 channels of MCA. The typical time-resolution (FWHM of IRF) of 

our TCSPC setup was ~100 ps. 

 

3.1.2.1.2. Data Analysis 

The excited-state population of fluorophores follows the decay law:7 

 
       ೏೙∗ሺ೟ሻ

೏೟
ൌ െ݇݊∗ሺݐሻ     (3.2) 

where n*(t) is the excited state population at time t and k is the rate constant of de-

excitation process. Equation 3.2 can also be rewritten as, 

 

         ௡
∗ሺ௧ሻ

௡∗ሺ଴ሻ
ൌ ݁ି௞௧              (3.3) 

Lifetime (τ) is the inverse of rate constant k. Hence, equation 3.3 can be expressed as, 

 

          ௡
∗ሺ௧ሻ

௡∗ሺ଴ሻ
ൌ ݁ି௧/ఛ               (3.4) 
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In practice, the fluorescent molecules are excited by an ultrashort laser pulse at time t=0 

and the fluorescence intensity is measured at later time t. Thus, time-dependent 

fluorescence intensity can be written as I(t) =kf n*(t), where kf is the deactivation rate 

constant through fluorescence. Fluorescence intensity decay can then be expressed as, 

 

ሻݐሺܫ        ൌ  ሺ0ሻ݁ି௧/ఛ      (3.5)ܫ

 

For multi-exponential decays, I(t) can be written as, 

 

ሻݐሺܫ            ൌ ∑ ܽ௜
௡
௜ୀଵ ݁ି௧/ఛ೔              (3.6) 

 

where ai is the amplitude of the ith component of lifetime τi.  

 In general, the measured decay is obtained as a convolution of IRF with the actual 

fluorescence decay.8 Hence, measured decay is written as, 

 
ሻݐሺܨ            ൌ ׬ ܴሺݐᇱሻ

௧
଴ ݐሺܫ െ  ᇱ       (3.7)ݐᇱሻ݀ݐ

where F(t) is the measured fluorescence decay, R(t') is the IRF and I(t – t’) is the actual 

decay function of the sample. 

To extract actual fluorescence lifetime(s) from the measured fluorescence decays, it is 

necessary to deconvolute IRF from the measured data. Considering the actual fluorescence 

decay as single exponential, I(t – t’) can be written as: I(t – t’) = exp((t  t’)/τ). Equation 3.7 

then takes the form 

 
ሻݐሺܨ         ൌ ሻ߬/ݐሺെ݌ݔ݁ ׬ ܴሺݐᇱሻ

௧
଴  ᇱ   (3.8)ݐᇱ/߬ሻ݀ݐሺ݌ݔ݁

The measured decay F(t), and IRF R(t) are obtained by collecting fluorescence decays of 

sample and Rayleigh scattering from LUDOX solution in water, respectively. 

 Deconvolution of IRF from the measured decay uses the iterative least-square re-

generative convolution method.8,9 Deconvolution procedure starts with evaluating the 

integral in eq. 3.8 using measured IRF R(t’) and projected decay I(t – t’) to form a new re-

convoluted function F(t). This F(t) function is then compared with the measured 

fluorescence decay through iterative least-square method. The difference between the 

calculated and measured decays is summed over all time points to generate the 2 

(goodness-of-fit) for the fit. Thus, 2 is defined as, 

 

      ߯ଶ ൌ ∑ ቂ
௒೟೓೐೚ሺ௧೔ሻି௒೐ೣ೛೟ሺ௧೔ሻ

ఙ೔
ቃ
ଶ

௡
௜ୀଵ              (3.9) 

 

where Ytheo(ti) is the calculated decay and Yexpt(ti) is the (experimentally) measured decay. σi 

is the standard deviation of the ith data point and n is the total number of data points (4096 
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channels in the present case). As TCSPC data follow the Poisson distribution, σi can be 

expressed as square root of the photon count of the ith point, i.e., σi = [N(ti)]1/2. The reduced 

χ2 or ߯௥ଶ is defined as, 

 

           ߯௥ଶ ൌ
ଵ

௡ି௤
∑ ቂ

௒೟೓೐೚ሺ௧೔ሻି௒೐ೣ೛೟ሺ௧೔ሻ

ఙ೔
ቃ
ଶ

௡
௜ୀଵ            (3.10) 

 

or,                     ߯௥ଶ ൌ
ఞమ

௡ି௤
ൌ

ఞమ

ఔ
ൌ

௦మ

ఙഢ
మതതതത            (3.11) 

 

where q is the number of free parameters used in the fit.  is called the degrees of freedom. 

If the fit function exactly predicts the original function, then the estimated variance of the 

fit, ݏଶ	, will be equal to weighted average of σi2, i.e.; ߪపଶതതതത. Hence the ratio, i.e., ߯௥ଶ will be equal 

to 1.9 For inferior fit this should lead to ߯௥ଶ > 1. In the iterative least-square regenerative 

convolution method, ߯௥ଶ is calculated for each projected Ytheo(ti) to achieve ߯௥ଶ	 as close to 1. 

The interpretation of goodness-of-fit in terms of ߯௥ଶ is more reliable than χ2 only because the 

value of the later depends on the number of data points, but not for the former. 

 In complex systems, such as in DNA, the actual decay, I(t – t’) can have multi-

exponential time-constants. Dealing with multi-exponential decays is not straightforward. 

In general, increasing the number of exponentials makes fit better than the smaller number 

of exponentials. Although, increasing the number more than what required for modeling 

the decay should always provide more than one time-component which are similar. Many 

times it is also difficult to have meaningful decay times, especially those time-components 

which are faster than the IRF. Theoretically, decay time-constant which is 1/10th of the IRF 

is accessible from the measured decay through deconvolution method. Although in 

practice, the limit depends on the complexity of the system under investigation. Another 

problem with multi-exponential decay fitting in complex systems is that there is always a 

trade-off between the time-constants (τi) and the amplitudes (ai) of the fit. Hence, ample 

care was taken to obtain the reliable ai and τi while fitting the time resolved data. 

 In TCSPC data analysis, a least-square fitting program developed by Prof. Mark 

Maroncelli (Penn State University) was used to deconvolute the IRFs from the measured 

decays to obtain lifetimes and their contributions. Typically, sum of 3 – 4 exponentials 

(decay) times were used to fit the data of DNA/ligand systems. The fitted parameters were 

then used, together with the steady-state fluorescence spectra, to construct the time-

resolved emission spectra (see below). 

 

3.1.2.2. Fluorescence Up-conversion 

Fluorescence up-conversion (UPC) technique works on the principle of generation of sum-

frequency by mixing fluorescence signal from a sample with an intense ultrashort laser 

pulse inside a nonlinear optical (NLO) crystal. UPC is a pump-probe based technique 
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where non-coherent fluorescence (pump) is mixed with the coherent femtosecond laser 

pulse (probe/gate) inside the NLO crystal, typically a -barium borate (BBO) crystal, 

satisfying the phase-matching condition of the two pulses inside the crystal.10 Time 

evolution of fluorescence is then achieved by delaying the probe/gate–pulse with respect 

to pump-pulse (fluorescence) using a mechanical decay stage.11,12 Unlike TCSPC, the UPC 

technique is developed based on the idea of replacing slow electronic components of 

TCSPC with optical components and obtaining the fluorescence decay in a pump-probe 

scheme. Fluorescence up-conversion was first introduced by Mahr and Hirsch.13 However, 

with the development of stable femtosecond-pulsed laser sources and design of UPC 

spectrometer, the capability of this technique has improved several folds. Moreover in 

recent times the development of femtosecond broadband UPC technique has made it 

possible to measure the time-dependence of entire fluorescence spectra of samples without 

performing any spectral reconstruction.14,15 Because of the high time-resolution (typically 

~50 – 300 fs), fluorescence UPC technique is now routinely used to measure fluorescence 

decays from tens of femtoseconds to nanoseconds.     

 

3.1.2.2.1. Principle of UPC 

In UPC technique, the mixing of gate-pulse with fluorescence inside the NLO crystal gives 

rise to the up-converted or sum-frequency signal only during the spatial and temporal 

overlap of the gate-pulse and fluorescence inside the crystal. Thus, theoretically it is 

possible to gate the time-dependent fluorescence with the temporal resolution same as the 

pulse-width of the gate-pulse. However, dispersing elements present inside UPC 

spectrometer introduce group velocity dispersion (GVD) which makes the IRF of UPC 

setup higher than the pulse-width of gate-pulse. In fluorescence UPC, the detected sum-

frequency signal can be obtained as, 

௦ିଵߣ         ൌ ௙ߣ
ିଵ ൅ 	௚ିଵ         (3.12a)ߣ

    or            ߱௦ ൌ ߱௙ ൅ ௚߱          (3.12b) 

 where λs (or s) is the detected wavelength (or sum-frequency). λf (or f), and λg (or g) are 

fluorescence and gate wavelengths (or frequencies), respectively. The sum-frequency signal 

is obtained only when the phase-matching condition for the two pulses are achieved inside 

the NLO crystal. The phase matching conditions are given by, 

 

            ħ߱௦ ൌ ħ߱௙ ൅ ħ ௚߱          (3.13a) 

            ħ݇௦ ൌ ħ݇௙ ൅ ħ݇௚           (3.13b) 

where ks, kf and kg are the wave-vectors of the three photons and ħ is the Plank’s constant 

divided by 2. For any non-dispersive NLO medium, eq. 3.13 is directly satisfied. 

However, in practice all materials are dispersive in nature and the photons with different 
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frequencies travel with different velocities inside the medium. In that case, phase-matching 

condition takes the form 

 

       ݊௦߱௦ ൌ ݊௙߱௙ ൅ ݊௚ ௚߱    (3.14) 

 

where ns, nf and ng are the refractive indices related to the three photons. In fluorescence 

UPC setup, the above condition is achieved by utilizing the birefringence property of the 

(uniaxial) NLO crystal where different photons can have different polarizations. The 

process can be either o-o-e or o-e-e, that is, two input waves are ordinary and output wave is 

extra-ordinary (type-I phase matching) or one input wave is ordinary and other is extra-

ordinary and the output wave is extra-ordinary (type-II phase matching).16 In practice, 

adjusting the angle of the optic-axis of NLO (BBO) crystal with respect to the input beam 

directions (k – directions), eq. 3.14 can be satisfied through the birefringence property of the 

crystal. In the present UPC setup, we used a 0.5 mm thick BBO crystal ( = 38 and  = 90) 

for generating the up-converted signal which works on o-o-e configuration (type-I phase 

matching). 

 

3.1.2.2.2. UPC Instrumentation 

The schematic of UPC set-up is shown Figure 3.2. The fundamental laser beam (ωg) is first 

focussed on to a 0.5 mm thick BBO crystal by lens (L1), after being guided by mirrors M1 

and M2, to generate the second harmonic pulse (2ωg) that is used for sample excitation. The 

generated 2ωg and residual ωg are then collected by lens (L2) and directed towards the 

dichroic beam-splitter BS1 which reflects the 2ωg and passes the fundamental ωg. After BS1, 

a red filter (F1) is used in the fundamental beam-path to cut the small residual 2ωg and 

have pure ωg pulse which is then used as the gate-pulse. In the other arm, a blue filter (F2) 

and a set of neutral density (ND) filter (F3) are used to cut any residual fundamental ωg and 

to control the power of 2ωg, respectively. In our setup we kept the excitation power of 2ωg 

below 20 mW to minimize sample photobleaching and scattering. The reflected 2ωg pulse 

passes through a Berek compensator which sets the polarization of 2ωg to magic angle with 

respect to fundamental ωg (i.e., 35.3 from horizontal polarization of gate-pulse in present 

case). 2ωg is then focussed into the sample by lens L3, after getting reflected from BS2. The 

sample is kept in a rotation cell chamber to avoid photobleaching. Fluorescence (ωf) is 

collected and collimated by lens L4. Residual excitation light is removed by the filter F4. 

Pure fluorescence is then focussed by lens L5 on to another 0.5 mm thick BBO crystal ( = 

38 and  = 90). In the other arm, the gate-beam is guided by mirrors M3 and M4 into the 

retro-reflector (RR) which is connected to a computer controlled delay stage. Retro-reflector 

is a combination of gold coated mirrors which reflects back the light in the direction of the 

source with minimum scattering. After reflection, the electric field vector remains parallel 

but travels opposite to the  source. The purpose of using the  gold coated  mirrors is  to gain  
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high reflectivity over a broad wavelength range. After reflected by RR, the gate-pulse is 

guided through mirrors M5 and M6, and focussed onto the same crystal by the lens L5 to 

spatially overlap the gate-pulse with fluorescence. Up-converted or sum-frequency signal 

ωs (= ωf + ωg) is generated inside BBO crystal by rotating the crystal optic-axis to a certain 

angle which satisfies the phase-matching condition for a particular set of input and output 

frequencies (ωf, ωg and ωs). The sum-frequency signal (ωs) is then collected through a lens 

system (L6) and again focused on the entrance slit of a double-monochromator. An iris 

(IR1) is used to cut residual fluorescence and gate signal. A PMT is connected at the exit slit 

of the double-monochromator which finally converts the optical signal to electrical signal. 

A computer controls the delay stage and monochromator, and the data is collected in 

(Lumex) software. In our UPC experiments, the wavelength dependent decays were 

collected by setting the (phase-matching) angle of BBO crystal and monochromator for 

desired wavelengths. For example, if the gate-pulse was set at 750 nm and decay was to be 

collected at 460 nm then the monochromator was set at 285.12 nm. The BBO crystal was 

then rotated to achieve the phase-matching condition where maximum up-converted signal 

was obtained. The stepper-motor controlled delay stage was moved in desired time-steps 

to collect the fluorescence decays. Figure 3.3 shows how the fluorescence is gated by the 

fundamental laser pulse inside BBO crystal to obtain the final fluorescence decay. 

 
 

Figure 3.2: Schematic Diagram of UPC Setup. 
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The UPC spectrometer (FOG-100, 

CDP Corp., Moscow, Russia) is 

pumped with a mode-locked 

Ti:Sapphire oscillator laser (Maitai-HP, 

Spectra Physics, USA). MaiTai-HP 

provides pulses of ~100 fs pulse-width 

at 80 MHz pulse-repetition rate with 

average power ~2.5 W at 800 nm. 

Wavelength tuneability of this laser is 

from 690 nm to 1040 nm. For all UPC 

data reported in this thesis, the 

fundamental laser wavelength was 

tuned at 750 nm which produced 

excitation wavelength (SHG) at 375 nm 

that excites the DAPI-DNA samples. 

The decays were collected at magic 

angle polarization within the time-

window of 10 fs to 1.5 ns. The IRF was 

measured by replacing the sample with 

water and collecting the cross-

correlation of the water Raman signal 

with the gate-pulse. Typical time-

resolution (IRF) of UPC setup was ~250 

fs (FWHM) (Figure 3.4). 

 

3.1.2.2.3. UPC Data Analysis 

Analysis of UPC data to extract 

fluorescence lifetimes also uses 

procedure of deconvolution of IRF 

from the measured decay using least-

square regenerative convolution 

method, similar as in TCSPC data analysis. However, unlike IRF in TCSPC, the measured 

IRF in UPC setup shows symmetric Gaussian shape. Hence, rather than directly 

deconvoluting the measured IRF from the decay, UPC data analysis uses indirect method 

of deconvolution of a Gaussian function (similar as the measured IRF) from the decay 

through an error function analysis that uses the regenerative convolution.   

 The fluorescence decays were fitted using equation 3.1517 by nonlinear least square 

fitting method in IGOR-Pro software. 

 

 
 

Figure 3.4: Instrument response function measured from 
the cross-correlation of water Raman signal. 

 
 

Figure 3.3: Generation of Fluorescence Decay. 
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where, τg is the width of Gaussian-shaped IRF, t0 is the time offset between the IRF and the 

decay and i‘s are the exponential decay time-constants. A macro based on the above 

equation was written in IGOR-Pro software which was used for final UPC decay analysis. 

For DNA/ligand samples 3-4 exponential time-constants were used to model the UPC 

decays. Finally, the fitted parameters were used to obtain the time-dependent fluorescence 

Stokes shifts (TDFSS) and solvation correlation functions through TRES analysis (see 

below). 

 

3.1.3. Construction of Time Resolved Emission Spectra 

The dynamic information of any molecular assembly can be obtained by following the 

evolution of fluorescence spectra with time through constructing of time-resolved emission 

spectra (TRES) from lifetime decays. TRES provide many insights about the dynamics of 

solute-solvent interactions, which is otherwise not easy to retrieve from only the time-

constants obtained from decay fits. TRES are generally reconstructed from the wavelength 

dependent decay parameters and steady-state emission spectrum.18 To construct TRES, first 

the wavelength dependent intensity decays are fitted with multi-exponential function by 

deconvoluting IRF, and then the fitted parameters are used together with steady-state 

fluorescence spectrum. Steady-state spectrum is generally the time average of the intensity 

decay, which can be written as 

 
ሻߣ௦௦ሺܫ      ൌ ׬ ,ߣሺܫ ݐሻ݀ݐ ൌ ሻߣሺܨ ׬ ሻݐሺܫ

ஶ
଴

ஶ
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where,       ܫሺݐሻ ൌ ∑ ܽ௜
௡
௜ୀଵ ݁ି௧/ఛ೔  

 

Thus,         ׬ ݐሻ݀ݐሺܫ ൌ
ஶ
଴

∑ ܽ௜߬௜
௡
௜ୀଵ            (3.17) 

 

Therefore, from above equations, 
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             (3.18) 

Hence, wavelength- and time-dependent fluorescence intensity can be written as 

 

,ߣሺܫ         ሻݐ ൌ ூೞೞሺఒሻ
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೙
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If the steady-state spectrum is represented in frequency (ν) then eq. 3.19 can be rewritten as 
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In actual measurements, the interval between the wavelengths at which the intensity 

decays are collected across steady-state emission spectrum is kept as small as possible. 

However, in practice it is kept typically in 10 to 20 nm gap. The constructed scattered TRES 

is then fitted with a Log-normal function (eq. 3.21) which models the accurate line-shape of 

the spectra, i.e. the typical asymmetric profile of spectra.18 

 

ሻߥሺܫ     ൌ ݌ݔ଴݁ܫ ቎െ݈݊ሺ2ሻ ൭
௟௡൬ଵା
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ം
൰

௕
൱

ଶ

቏           (3.21) 

when     (2b(ν-νp)/γ) > - 1,  

 

but        I(ν) = 0   when (2b(ν-νp)/γ) ≤ - 1 

 

Here, I0 is the peak intensity of TRES, p is the corresponding peak frequency,  is related to 

the width of the spectra and b is the asymmetric factor. 

 Generally, time-dependent fluorescence Stokes shift (TDFSS) and solvation 

correlation function are represented in terms of time-dependent peak frequency shift of 

spectra. However, the spectral shift in terms of average frequency (or first moment) rather 

than the peak frequency has several advantages: It not only takes into account the 

contribution from entire fluorescence spectrum, but also the asymmetric feature of the 

spectrum. Moreover, the shift in average frequency is directly proportional to the shift in 

the total (average) energy of the system with time.19 Thus, the 1st moment frequency (or 

average frequency) was calculated from the log-normal fits to TRES using equation 3.22 

and plotted with time to obtain the final TRFSS and solvation correlation functions of 

DNA/ligand systems, which directly represents the dynamic nature of energy relaxation 

(dynamics of solvation) in DNA. 

 

              νത ൌ
׬ ஝୍ሺ஝ሻௗ஝
ಮ
బ
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ಮ
బ

             (3.22) 

 

3.1.4. Merging of Stokes Shifts from UPC and TCSPC Techniques 

DNA dynamics can spread over wide range of time scales. Hence, one single experimental 

technique is not sufficient to cover the entire time range of the dynamics. TRES were 

combined that were obtained from UPC and TCSPC data, and matched them in a self-

consistent manner to get the entire Stokes shift dynamics of ligand/DNA systems over five 

decades in time from 100 fs to 10 ns. Ideally, the independently constructed TRES from 

different techniques should automatically match at common time-points of the two 

techniques. However, in actual practice it does not match automatically. The TCSPC setup 

had a time resolution of ~100 ps. Further, the TCSPC data generally have very high S/N 
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ratio. Thus, one can take TRES data 

obtained from TCSPC as reference at a 

time (100 ps in this case), after 

deconvoluting IRF from decays. 

However, in the UPC data the S/N 

ratio and longest time measurable (1 ns 

in the present cases) were limited. 

Thus, free fit to UPC data sometimes 

construct TRES in which several 

frequency points may deviate from the 

actual spectrum. Such deviations can 

lead to the estimation of 1st moment 

frequencies from TRES which may not 

match at common time points of the 

two techniques. Therefore, TRES data at 100 ps from TCSPC was taken as the reference 

time-point to match the UPC-TRES at that time point. To perform this matching, the UPC 

fitting analysis was done by manually adjusting the 3 and 4 (within the error limit of raw-

data) at different wavelengths, and subsequently checking the matching of TRES for UPC 

and TCSPC data at 100 ps. During fitting analysis, 3 and 4 were kept fixed and other 

parameters were set free. Performing this fitting analysis iteratively, finally the self-

consistent amplitudes and time-constants were obtained for all decays at different 

wavelengths in the UPC data-set. Subsequently, the constructed TRES from UPC decays 

were matched nicely with TRES obtained from TCSPC at 100 ps (see results in chapters 4-

8). During the fitting analysis of UPC decays, goodness of fit was monitored by checking 

the residuals. Performing TRES matching at 100 ps for UPC and TCSPC data led to TRES 

matching at other common time points automatically, which ultimately led to the matching 

in 1st moment frequency shifts of probe of two techniques (for example, see Figure 3.5). 

 

3.1.5. Time-Zero Spectrum and Absolute Stokes Shift 

If a fluorescent molecule is electronically excited to higher energy state, its fluorescence 

emission spectrum shifts with time because of its energy stabilization in the excited state. 

Initially, the emission spectrum (from locally excited (LE) state) is close to the absorption 

spectrum, and as time proceeds, the fluorescence spectrum shifts to longer wavelength 

side. The time-dependent Stokes shifts due to solvent relaxation was first observed by 

Ware et al.22 In the measurements of dynamic Stokes shift in any system, the energy 

position from where the Stokes shift starts is important. Theoretical understanding predicts 

that it should start from the same wavelength as that of absorption. This is true in gas-

phase, but in condensed phase the spectral broadening makes it difficult to identify the 0-0 

transition. Thus, estimating the time-zero position by extrapolating the Stokes shift back in 

 
 

Figure 3.5: Example of matching of absolute Stokes 
shifts obtained from TRES constructed using UPC 
(green) and TCSPC (red) data. Arrows show time below 
which Stokes shifts could not be extracted due to 
limited time-resolutions of the UPC and TCSPC setups. 
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time to zero-position is often practised. However, the zero-position estimated this way is 

exclusively depended on the time-resolution of the instrument. Fee and Maroncelli 

developed a method to estimate the time-zero emission spectrum using steady-state 

emission spectra.23 Using theoretical calculation they showed, 

 
ݐሺߥ     ൌ 0ሻ ൌ ሻݏ௣ሺܾܽߥ െ ሻݏ௡௣ሺܾܽߥൣ െ  ௡௣ሺ݁݉ሻ൧         (3.23)ߥ

 

where ߥ௣ሺܾܽݏሻ is the absorption peak-maximum in polar solvent and ߥ௡௣ሺܾܽݏሻ and 

 ,are the absorption and emission peak-maxima in a non-polar solvent	௡௣ሺ݁݉ሻߥ

respectively.23 However the equation does not consider the line-shape of the spectrum. 

Moreover, this method loses its applicability when the probe is polar or charged. Most of 

the fluorescent probes (like DAPI and Hoechst used in the present thesis) are charged. 

Hence, it is not possible to dissolve them in non-polar liquid like hexane.  

The best alternative method is to measure the time-zero emission spectrum 

experimentally by freezing the sample where all diffusive relaxations are stopped. In 

frozen glass, all large amplitude diffusive relaxations are frozen, but very fast 

intramolecular librational and phonon motions can be alive.19 

 In actual practice of measuring time-zero spectra a clear transparent glass was 

prepared by mixing aqueous solution of fluorophores (DAPI and Hoechst in this case) and 

macromolecule (DNA) with glycerol at ratio of 1:2 (water/glycerol). The sample was kept 

inside a quartz tube that was placed inside a glass dewar flask. The flask was filled with 

mixture of dry-ice and acetone which produced temperature of -78°C (195 K).19 At this 

temperature the sample makes a transparent glass (see Figure 3.5). The entire set-up was 

then inserted inside the fluorescence spectrometer and the fluorescence spectrum was 

measured. For example, time-zero spectrum measured this way is shown in Figure 3.6. As 

evident from the Figure 3.6, the time-

zero spectrum is blue shifted compared 

to the room temperature spectrum. 

Once the glass spectrum is measured, 

the calculation of absolute Stokes shift 

becomes straightforward. The absolute 

Stokes shift is calculated by taking the 

difference of 1st moment frequencies of 

the room temperature and the time-

zero spectra. This difference (absolute 

Stokes shift) directly measures the 

(only) diffusion controlled energy 

relaxation processes in the system 

under investigation. Hence, the 

absolute Stokes shift is calculated as,  

 

 
Figure 3.5: Schematic diagram of Dewar containing 
frozen sample in dry-ice/acetone mixture for time-zero 
spectrum measurement. 



 Experimental and Simulation Methods 

 

 
75 

 

   ܵሺݐሻ ൌ ௚௟௔௦௦ߥ̅ െ  ሻ  (3.24)ݐሺߥ̅

where ߭̅௚௟௔௦௦ and ߭̅ሺݐሻ	are the average 

frequencies of time-zero spectrum and 

time-resolved emission spectra at time 

t, respectively. The solvation 

correlation function, C(t), is then 

calculated as, 
 

ሻݐሺܥ             ൌ
ௌሺஶሻିௌሺ௧ሻ

ௌሺஶሻ
  (3.25) 

or,      ܥሺݐሻ ൌ ௌሺଵ଴	௡௦ሻିௌሺ௧ሻ

ௌሺଵ଴	௡௦ሻ
  (3.26) 

where S(∞) (or S(10 ns)) is the Stokes shift at infinite time (or at 10 ns). Sometimes it is not 

easy to find S(∞), without which it is difficult to calculate the C(t). Many times the 

relaxation of the system may not complete within the lifetime of the fluorescent dye or may 

be even complete. The choice of exact S(∞) is thus subject to system to system. Both 

equations 3.25 and 3.26 are used in this thesis with proper justification for the choice in 

respective chapters. 

 

3.1.6. Fluorescence Anisotropy Decay 

Fluorescence anisotropy decay measurement provides a wealth of information about the 

inherent properties of a molecule as well as the surrounding environment.24-26 Anisotropy 

decay measurements are performed to measure equilibrium binding constant as well.3,27 

The idea of anisotropy is based on the concept that the transition moment of absorption 

and emission lie in particular directions within the fluorophore. In a group of randomly 

oriented molecules, if a polarized light is applied then the molecules will have maximum 

probability of absorption whose absorption (transition) dipole moment is oriented within a 

particular range of angle with respect to the excitation polarization. If the molecules are not 

mobile then the emitted fluorescence will also have the polarization within the same range 

of angle as to the excitation. This is the intrinsic anisotropy of the system. The degree of 

polarization will decrease if the molecules are allowed to orient themselves. How quickly 

the degree of polarization decreases depends on the rotational lifetime of the molecules, 

and thus gives rise to fluorescence anisotropy decay. The depolarization can occur due to 

tumbling motion of entire fluorophore as well as rotation of segments (internal motion). 

 Time dependent anisotropy is generally measured by exciting the fluorophores with 

vertically polarised light. Fluorescence intensity decays are detected with the emission 

polarizer once parallel ሺܫ∥ሺݐሻሻ	to the excitation and next oriented perpendicular (ୄܫ ሺݐሻ) to 

the vertical excitation. Thus, the time-resolved anisotropy can be written as,  

 

 
 

Figure 3.6: Time-zero emission spectrum measured in 
frozen glass (dotted line) and room temperature (solid 
line). 
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ሻݐሺݎ  ൌ
ூ∥ሺ௧ሻିீூ఼ሺ௧ሻ

ூ∥ሺ௧ሻାଶீூ఼ሺ௧ሻ
   (3.27) 

G is the correction factor arising from 

the polarization dependent sensitivity 

of the instrument and other 

instrumental errors. The complete 

polarization of fluorescence is never 

possible duo to the angular 

dependence of photo-selection.  

Let us assume that the transition 

moment of the fluorophore is oriented 

in such a direction that it makes angle θ 

with the Z-axis and the projection of 

the transition moment makes an angle 

Φ with the Y-axis (Figure 3.7). The excitation pulse is linearly polarized along the vertical 

Z-axis. The components of the electric field vector along the X-, Y- and Z-axis will be 

proportional to cos sin ,ߠ ߠ cos߶ and sin ߠ sin߶, respectively. As the intensity is 

proportional to the square of the magnitude of electric field, hence, 

 

,ߠሺ∥ܫ          ߶ሻ ൌ cosଶ  (3.28)     ߠ

and 

ܫୄ           ሺߠ, ߶ሻ ൌ sinଶ 	ߠ sinଶ ߶	    (3.29) 

 

For randomly oriented molecules, all molecules whose transition dipole moment makes an 

angle Φ with the Y-axis will be excited with equal probability where Φ ranges from 0 to 2π. 

Anisotropy is calculated considering the average over all the possible values of θ and Φ. 

Hence, 

 

            〈sinଶ ߶	〉 ൌ
׬ ୱ୧୬మ థ	ௗథ
మഏ
బ

׬ ௗథ
మഏ
బ

ൌ 1
2ൗ     (3.30) 

thus, 
,ߠሺ∥ܫ      ߶ሻ ൌ cosଶ ܫୄ  and   ߠ ሺߠ, ߶ሻ ൌ

ଵ

ଶ
sinଶ  (3.31)    	ߠ

 

The anisotropy can be rewritten as (neglecting G factor), 

 

ݎ               ൌ ଷ〈ୡ୭ୱమ ఏ〉ିଵ

ଶ
     (3.32) 

when θ = 0, r = 1. But, in reality r is always less than 1. To be excited by the light polarised 

along Z-direction, the molecules need not to be precisely oriented along the Z-direction. 

The molecules making an angle of θ has the probability proportional to cosଶ  for ߠ

 
 

Figure 3.7: Intensity components along co-ordinate 
axes. 
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excitation, i. e. partially oriented molecules can also have certain probability as a result of 

photo-selection. Hence considering all possible values of θ between 0 to π/2 one can write,  

 
       〈cosଶ 〈ߠ ൌ 3

5ൗ       (3.33) 

Thus, the maximum value r can have is 0.4, provided the absorption and emission dipole 

moments are collinear. Scattering is perfectly polarized as it is an instantaneous process. 

Thus for scattering value of r can be 1, where ୄܫ ሺݐሻ ൌ 0. When 〈cosଶ 〈ߠ ൌ 1/3, i.e., θ = 54.7°, 

r = 0 for vertically polarized excitation. This angle is called the Magic Angle where the 

fluorescence decays become devoid of any anisotropic contribution. Hence, it is preferred 

to acquire the life time decays at Magic Angle so that the decays contain information only 

from life time not anisotropy. For horizontally polarized excitation at Magic Angle is θ = 

35.3°. In TCSPC, the decays were measured at magic angle of 54.7° relative to vertical 

excitation polarization, and in UPC the decays were gated at magic angle of 35.3° with 

horizontally polarized fundamental laser beam.    

 

3.1.7. Circular Dichroism 

Circular Dichroism (CD) spectroscopy is a popular technique which is routinely used to 

obtain insight about the topological structure of biomolecules.28,29 CD spectroscopy has 

several advantages over other techniques for structural analysis, for example, it has high 

sensitivity to work with low concentration of samples and has capability of fast data 

acquisition.29 The phenomenon of circular dichroism was first discovered in early 19th 

century and is based on the differential absorption of left and right circularly polarized 

light.30 Linearly polarized light consists of left (L) and right (R) circularly polarized light of 

equal magnitude. For an incident polarized light, after passing through the sample, if the 

left and right circularly polarised lights are absorbed to different extent by the sample then 

the resultant light will be elliptically polarised (Figure 3.8). 

A molecule can absorb different amounts of L and R circularly polarized light, 

showing CD signal, if the molecule is 

chiral. The chirality originates from the 

asymmetric nature of the molecules.31 

The reason for chirality in biomolecule 

is the presence of asymmetric carbon 

atoms. Refractive index and extinction 

coefficient for left and right circularly 

polarised light are also different for 

chiral molecules. 

The schematic diagram of a CD 

spectrometer is shown in Figure 3.9. 

 
 

Figure 3.8: (a) Linear polarized light as a superposition 
of left and right circular polarized light of equal 
amplitude and phase. (b) Difference in absorption of the 
left and right circularly polarized light leads to 
ellipticity. 
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Un-polarized white-light is used as source. Linearly polarised light is then generated from 

the white-light using a polarizer. The light is also passed through a monochromator to 

select particular wavelength. A photo-elastic modulator, made up of a piezoelectric 

transducer and a half wave resonant bar of fused silica, is used to convert the linearly 

polarised light into a circular one. The transducer is adjusted to the resonance frequency of 

the silica bar. The resonance sets birefringence in the transparent silica bar. Most 

commercial instruments operate at ~50 kHz and the modulator periodically generates 

phase retardation between the components parallel and perpendicular to its stress axis. It is 

to be noted that photo-elastic modulator only changes the polarization, but not the total 

photon flux. The circularly polarised light is transmitted through the sample, and 

depending on the chirality the molecule absorbs or transmits light as a function of 

polarization. 

In the above process the molar circular dichroism is given by 

    

ߝ∆          ൌ ௅ߝ െ  ோ   ,    (3.34)ߝ

 

where L  is the molar extinction co-efficient for left circularly polarized light and R  is 

that for right circularly polarized light. Thus, if the concentration of the sample is C and the 

path length is l then the difference in absorbance is 

 

ܣ∆         ൌ  (3.35)     ݈	ܥ	ߝ∆

 

Circular dichroism generally expressed is terms of molar ellipticity which is expressed in 

terms of degree. After correcting for the concentration, molar ellipticity can be expressed as 

 
 

Figure 3.9: Schematic diagram of circular dichroism (CD) spectrometer. 
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           ሾߠሿ ൌ  (3.36)       ߝ∆	3298.2

 

CD signal can be positive or negative depending on whether the left circularly polarized 

light is absorbed more than the right circularly polarized light or the opposite. CD spectra 

were measured using a Chirascan (Applied Photophysics) spectro-polarimeter, equipped 

with temperature controlled sample-bath. 

 

3.2. Simulation Methods 

3.2.1. Molecular Modelling 

Molecular modelling is a method of building and mimicking molecules/molecular 

complexes in silico. In classical molecular modelling, atoms are treated as smallest unit. 

However, quantum chemistry approach considers the electrons and nucleus as building 

blocks. For the studies included in chapters 7 and 8, DAPI and Hoechst were docked into 

quadruplex DNA using molecular docking, followed by subsequent molecular dynamics 

(MD) simulations to find the dynamical behaviour of water, ions and DNA. This was done 

because there are no X-ray crystals or NMR structures available for these complexes. 

Finally, the simulation results were compared to the experimental TRFSS results to show 

how simulation and experiments can aid each other to unravel the intricate dynamical 

information in DNA. Brief descriptions of the docking and simulation methods are given 

below. The exact protocols of the simulation methods used for different systems are 

included in respective chapters. 

 

3.2.1.1. Molecular Docking 

Molecular docking is a procedure which predicts the binding modes and energetics of a 

ligand binding to a macromolecule.32 The use of molecular docking is becoming immensely 

popular in the field of drug discovery because it can predict the binding mode and affinity 

of any ligand to a macromolecule in no time and at very low cost. In molecular docking 

methods, one searches for energetically favourable ligand-binding sites inside a 

macromolecule through non-bonded interactions.33 It uses classical molecular mechanics 

force fields to find the stable ligand-macromolecule complexes. Among several docking 

programmes, AutoDock is popular one.34-37  

 AutoDock is a package of C programs employed to determine the interactions 

between macromolecules and small ligands (flexible).34 Lamarckian genetic algorithm are 

used to search for conformational space in order to execute docking for energy 

computation utilizing method based on AMBER force field. Combining these two functions 

give rise to atomic coordinates framing the most probable docked conformation of ligand, 

which can be further used as starting point for molecular dynamics (MD) simulations.  
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 AutoDock has two programs:  (1) AutoDock that docks the ligand within a specified 

grid and (2) AutoGrid, which is used to calculate those grids for the ligand to dock on the 

macromolecule. AutoDock uses a variation on the AMBER-95 force field (Cornell et al., 

1995) with terms empirically determined by linear regression analysis from a set of protein-

ligand complexes with known binding constants.34 Free energy (Gibbs, ΔG) is represented 

by six pair-wise evaluations to model dispersion/repulsion, hydrogen bonding, 

electrostatic interactions, deviation from covalent geometry, internal ligand torsional 

constraints, and desolvation effects.34,37  

 

ܩ߂ ൌ ௩ௗ௪ܩ߂ ൅ ௛௕௢௡ௗܩ߂	 ൅	∆ܩ௘௟௘௖ ൅	∆ܩ௖௢௡௙௢௥௠ ൅	∆ܩ௧௢௥ ൅	∆ܩ௦௢௟  (3.37) 

 

Initially, a three dimensional grid is generated around the target molecules upon which the 

ligand is to be docked. A probe atom is placed at each grid point and interaction energy is 

calculated. The interaction energy includes 12-6 Lennard Jones dispersion or repulsion 

term, 12-10 hydrogen bonding term, screened Coulomb electrostatic potential energy, and 

a term measuring the unfavourable entropy change due to restriction on the 

conformational degrees of freedom and lastly desolvation terms.34,37 The interaction energy 

for ligand is calculated using values from the grid and partial charge on each atom. This 

interaction energy is adaptive to AMBER force field.  

 In AutoDock, the actual simulation is run where the ligand is placed according to the 

map of interaction calculated from the AutoGrid. During simulation in AutoDock, ligand is 

allowed to six degrees of freedom; rotational, translational and arbitrary number of 

torsional degrees of freedom.34,35 Random perturbation is applied to each of the degrees of 

freedom and interaction energy is calculated for each new configuration. The new 

configuration is accepted or rejected depending on the annealing temperature of the 

system. Initially, the temperature of the entire system is high. The ligand explores almost 

entire area and almost all the conformations are accepted. As the temperature is decreased, 

unfavourable moves are increasingly discarded. Finally, the ligand finds the energetically 

most favourable position within the molecule. Through multiple simulations, reliable 

favourable binding conformation can be found. 

The work presented in chapters 7 and 8 use AutoDock 4.2 software to dock ligand 

(DAPI or Hoechst) inside G-quadruplex DNA. Finally, the most stable and favourable 

docked conformation was used as starting structure of the ligand/DNA complex for 

running the MD simulations. Finally, MD simulation results are directly compared to the 

experimental TRFSS data. 

 

3.2.1.2. Molecular Dynamics Simulation 

Even though TRFSS experiments can provide direct information on the dynamics of 

complex systems in ultrafast time-scales, many times it becomes difficult to predict which 
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component of the complex system is 

responsible for the overall dynamics of 

the system. MD simulation has been 

shown to complement the TRFSS 

results by providing deeper 

understanding of the complex systems 

in terms of their dynamics.38-41 With the 

advent of super-computers, high 

performance parallel computing and 

smart programmes, MD simulation has 

now become a powerful tool for 

studying bio-macromolecules in silico. 

MD simulation not only predicts the 

structural behaviour of a complex 

system at atomic resolution, but also 

provides the temporal behaviour of the 

molecular system at femtosecond time-

resolution. 

In order to perform MD 

simulation on macromolecules, one 

generally starts with X-ray crystal 

structure or solution NMR structure as 

initial co-ordinates whose time-dependent dynamics is studied under the influence of a 

classical force-field. However, in many cases the X-ray or NMR structures of ligand-

macromolecule complexes may not be available. In such a scenario, the molecular docking 

method helps to construct the initial co-ordinates of the complex to run MD simulation on 

it. If the structure is not available from experiments, the ligand is first docked on a 

macromolecule considering all non-bonded interactions among the ligand and 

macromolecule. Finally, the most stable structure of the complex is taken as the initial 

structure for MD simulation run. Several simulation packages such as AMBER, CHARMM, 

GROMACS, NAMD, etc., are available to simulate biomolecules, out of which AMBER 

simulation package is widely used for DNA simulation, whereas GROMACS is used for 

simulating lipid bilayers – so as to obtain intricate structural and dynamical properties of 

these systems. The studies included in the Part-I of the thesis employ AMBER-12 or 

AMBER-14 for simulating DNA/ligand complex. GROMACS is explored in the study of 

depth-dependent hydration and polarity at lipid bilayer interfaces in Part-II of the thesis. A 

typical flowchart used for running MD simulation in AMBER and GROMACS simulation 

packages are presented in Figure 3.10 and Figure 3.11. 

With advancement of new algorithms, improved parameterization and development 

of new hardware platforms, MD  simulations  have  been  demanded for  more  complexity,  

 
 

Figure 3.10: Flowchart of MD Simulation. 
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size and length of simulating systems, which are often difficult to produce in old-style CPU 

based computation. Graphics processing units (GPUs), in particular, have originated as 

efficient, cost-effective and compelling alternatives to traditional CPUs for scientific 

computation of large atomic systems with much extended time of simulations (Figure 

3.12).42-45 Supercomputers of latest generation are now GPU enabled in such a way that if 

programmed accurately, software processing on GPUs can incomparably outperform jobs 

that are running on CPUs. NVIDIA in 2007 turn up with the first GPUs that have features 

especially designed for scientific computation. A numbers of MD simulation packages that 

are designed for simulating biological system in their condensed phase, such as NAMD,46-47 

AMBER,48-49 GROMACS,50-51 CHARM52 and OpenMM,53 have now been efficiently ported 

with new codes to run on GPUs. Performance of GPU accelerated simulation packages 

using graphics card exceeds the performance of all CPU-based supercomputers and 

clusters. GPU cards are targeted at algorithms that offer extensive single and double 

precision floating points calculations, which have eventually been tuned very efficiently  to 

fixed precision calculations for improved performance of different hardware designs 

without compromising the integrity of underlying mathematics.54 Three most extensively 

used statistical mechanical ensembles (NVE, NVT and NPT) as well as particle mesh Ewald 

for treating long-range electrostatic interactions accurately are supported by GPU 

 
 

Figure 3.11: Flowchart of MD Simulation using GROMACS simulation packages. 
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accelerated MD simulations in said packages using graphics cards, which provide results 

that are statistically identical to the results generated by software ported to run on 

CPUs.54,55 In chapter 10, GROMACS simulation package is used on GPU card (Tesla K-20) 

to simulate the ligand/lipid bilayer systems. 

 

3.2.1.3. Analysis of MD Trajectories: Electrostatic Interaction Energy and 
Solvation Correlation Function 

Analysis of MD trajectories can provide several structural and dynamical information, e.g. 

root mean square deviation (RMSD), kinetic and potential energy, electrostatic interaction 

energy, etc. The work presented in the Part-I of this thesis deals with the correlation 

function calculation of electrostatic interaction energy of ligand with DNA and 

surrounding water and ions. In the present scenario, different models have been developed 

to calculate the long range electrostatic interaction potential energy. In MD trajectories, 

either the electric field interactions or the electrostatic interaction energy of a probe with its 

surrounding charged/dipolar molecules is calculated. Several methodologies are proposed 

towards this end, especially for DNA simulation. In one procedure, the components of 

electric field (E) from the surrounding molecules along the direction of change in dipole 

moment () of the probe from its ground to excited state is calculated as,41 

 

E(t) = E       (3.38)  

 

Under this assumption, the fluorescence frequency shift (t) with time in TRFSS 

experiment can be expressed as,41 

 

                (t) = 0 – E / ħ     (3.39) 

  

 
Figure 3.12: GPU accelerators for workstations. 



Chapter 3 

 

84 

 

In other procedure, the simple calculation of electrostatic interaction energy is performed 

as pairwise Coulomb interactions between point charges as,38,40 

 

ሻݐሺܧ      ൌ ቀ∑ ௜ݍ
௚/௘ே೛ೝ೚್೐

௜ୀଵ ∑ ௝ݍ
ேೞ೚೗ೡ೐೙೟
௝ୀଵ ቁ  (3.40a)       ݎ/

           or        ܧሺݐሻ ൌ ቀ∑ ௜ݍ∆
ே೛ೝ೚್೐
௜ୀଵ ∑ ௝ݍ

ேೞ೚೗ೡ೐೙೟
௝ୀଵ ቁ  (3.40b)    ݎ/

 

In equation 3.40a, one considers interactions of either ground (g) or excited (e) state atomic 

charges of the probe with surrounding solvent atomic charges; however, it is also proposed 

that the interactions of partial charge difference, q (i.e., qexcited – qground) of the probe with 

surrounding solvent charges can also be calculated (equation 3.40b). 

 The treatment of electrostatic energy, however, may influence the time dependent 

response calculated from MD simulation. Accurate calculation of the electrostatic potential 

energy of a periodic system concerns the sum of Coulomb energy of every atom along with 

energy of the periodic image, and this costs huge computational memory. This limitation 

can be overcome by introducing a spherical cut-off which prunes the system. This strategy 

is not straight forward and brings some additional complicacies. Firstly, the cut-off 

incorporates discontinuity in electrostatic force and potential. Both the potential energy, 

and hence the force drop to zero immediately after the cut-off. More importantly, the cut-

off rules out the possibility of convergence of the electrostatic energy function. To 

overcome this problem, several methods have been developed but particle mesh Ewald 

(PME) sum method is more accepted and accurate one.56 Ewald sum divides the 

electrostatic sum into two convergent parts; one is the sum within the cut-off in real space 

and another is the long-range sum in reciprocal space. The setback with PME is that it is 

impossible to decompose the total response into individual components, which is needful 

in order to clarify the existing controversy in the field of ultrafast DNA solvation dynamics. 

Fennell and Gezelter came up with an alternate method, called damped shift force (DSF) 

method.57-59 DSF method is a variation of simple pair-wise Coulomb method and originates 

from the method proposed by Wolf et al. where the Coulombic sum is damped over 

distance and cutoff-neutralized.57 DSF method makes both the Coulomb force and potential 

energy smoothly to zero at the cut-off boundary, thereby eliminating the discontinuities. 

Another advantage of DSF is that there is absolutely no need to calculate the energies of the 

periodic images, thus decreases the computational cost. The straightforward pair-wise 

calculation eliminates the limitation of decomposition of individual contributions. Using 

DSF, time dependent electrostatic energy, E, can be calculated as,59 

 

ሻݐሺܧ        ൌ ∑ ௜ݍ
௚/௘ ∑ ௝ݍ ቂ

௘௥௙௖ሺఈ௥ሻ

௥
െ

௘௥௙௖ሺఈோ೎ሻ

ோ೎
൅ ቀ
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ோ೎
మ ൅

ଶఈ

√గ
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ቁ ሺݎ െ ܴ௖ሻቃ

ேೞ೚೗ೡ೐೙೟
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ே೛ೝ೚್೐
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 (3.41a) 
or       

ሻݐሺܧ       ൌ ∑ ௜ݍ∆ ∑ ௝ݍ ቂ
௘௥௙௖ሺఈ௥ሻ
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               (3.41b) 



 Experimental and Simulation Methods 

 

 
85 

 

where interactions of either ground (g) or excited (e) state atomic charges of the probe with 

surrounding charged/dipolar species (equation 3.38a), or the interactions of partial charge 

difference, q (i.e., qexcited – qground) of probe with surrounding species (equation 3.38b) are 

calculated. Finally, time-correlation functions of electrostatic energy-energy fluctuations 

are generated as,61 

 

ሻݐௌሺܥ   ൌ
〈ఋாሺ଴ሻఋாሺ௧ሻ〉೒/೐
〈ఋாሺ଴ሻమ〉೒/೐

      (3.42) 

 

where δE = E(t) − <E> is the fluctuation of the electrostatic energy of the probe. Subscripts, 

g and e represent the time-correlation functions in ground and excited states, respectively. 

 Furse and Corcelli, through proper checking, suggested that DSF not only shows 

good agreement with the reference PME method, but also it is computationally 

advantageous.40,60 Thus, in analysis of MD trajectories in Part-I, electrostatic interactions 

energies were calculated using DSF method (equation 3.38). 

 Under linear response theory, non-equilibrium experimental solvation correlation 

function, CE(t), becomes equivalent to the simulated solvation correlation function, CS(t) as, 
     

ሻݐாሺܥ                  ൌ
ாሺ௧ሻିாሺஶሻ

ாሺ଴ሻିாሺஶሻ
≡  ሻ     (3.43)ݐ௦ሺܥ

where E(0) and E(t) are the solute-solvent interaction energy at time t = 0 and t, respectively 

and E(∞) is that at t = ∞, i.e., when the relaxation dynamics has completed.  

The elucidation of the long-time dynamics in biomolecules like DNA and protein 

remain the central concern in experiment as well as simulation. MD simulation is exercised 

as a powerful tool to disentangle the cross-correlation between individual components 

with the aim to construct a clear molecular picture. The method of decomposition is based 

on the fact that the total response is the sum of the response coming from all the individual 

components in the system. Hence, if there is n number of components in the system then 

one can write,  

    

ܧ         ൌ ∑ ሻ௡ݐ௡ሺܧ              (3.44) 

 

The first strategy of decomposition was used by Bagchi and co-workers, where the 

equilibrium correlation function is decomposed in terms of auto-correlations and the cross-

correlations of the response of individual components (water, ion and biomolecule).38 

Hence, if there are three components present in the system then there will be three auto-

correlations and three cross-correlations.  

 

ሻݐௌሺܥ    ൌ ∑ ∑ 〈ఋா೘ሺ଴ሻఋா೙ሺ௧ሻ〉

஼ሺ଴ሻ௡௠             (3.45) 

or 
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ሻݐௌሺܥ        ൌ ∑ ∑ ௠௡௡ܥ ሺݐሻ௠             (3.46) 

 The second method of decomposition is based on generalised fluctuation-dissipation 

theorem. On the basis of this theorem, Nilsson and Halle applied linear response 

approximation to decompose the total response according to equation 3.44.39 

 

ሻݐௌሺܥ             ൌ ∑ 〈ఋா೙ሺ௧ሻఋாሺ଴ሻ〉

஼ሺ଴ሻ௡             (3.47) 

The decomposition method was applied to investigate the solvation dynamics of 

tryptophan in protein monellin observed experimentally.63 The decomposition of the total 

response into protein and water revealed that protein is responsible for the slow relaxation. 

This same decomposition method (Linear Response Decomposition or LRD) was applied 

by Corcelli et al. in Hoechst/DNA system.40 

 The third method of decomposition was developed by Sen et al. Unique polarization 

model was proposed based on the concept that one component in the system induces linear 

polarization on others thus creating the cross-correlation.41 Sen et al. calculated electric field 

on central Adenine of Dickerson dodecamer. The total field from individual component 

was written as sum of the intrinsic component (EW, ED,EI) and the polarization due to other 

component (Ew, Ed,Ei) (eq. 3.43). 41 

 

ௐܧ         ൌ ௪ܧ ൅ ௗܧ௪ௗݔ ൅  ௜ܧ௪௜ݔ

஽ܧ        ൌ ሺ1 െ ௗܧ௪ௗሻሺݔ ൅  ௜ሻ            (3.48)ܧௗ௜ݔ

ூܧ      ൌ ሺ1 െ ௪௜ݔ െ ௗ௜ݔ ൅     ௜ܧௗ௜ሻݔ௪ௗݔ

 

where, χpq is the susceptibility representing the fraction of the electric field Ep induced by Eq. 

By carefully choosing the values of susceptibilities, the cross-correlations are made zero for 

the entire time range, from 40 fs to 40 ns.41 The total correlation successfully reproduced the 

power-law dynamics seen in experiment with Coumarin102-DNA system.64 After the 

cross-correlations are made zero, it was unravelled that water is responsible for the long 

power-law dynamics seen both in experiment and simulation.41,64 

 Despite being mathematically correct, LRD and polarization model have intrinsic 

differences on explaining the component’s dynamics in DNA/ligand systems. Both, LRD 

and polarization model have been employed to decompose the total correlation function 

and validate experimental finding. In this thesis, both direct decomposition and LRD 

methods are used (in Part-I of the thesis) to calculate the auto- and cross-correlations of 

individual component as well as to decompose the component’s contributions to the total 

dynamics in DNA/ligand systems, respectively. The details of application of these 

methods are included in respective chapters. 

 

 



 Experimental and Simulation Methods 

 

 
87 

 

Reference 

1. Tataurov, A. V.; You, Y.; Owczarzy, R. Predicting Ultraviolet Spectrum of Single Stranded and 
Double Stranded Deoxyribonucleic Acids. Biophys. Chem. 2008, 133, 66-70. 

2. http://biophysics.idtdna.com. 
3. Lakowicz, J. R. Principles of Fluorescence Spectroscopy, 3rd Edition, Springer, USA, 2000. 
4. Velapoldi, R. A.; Mielenz, K. D. Standard Reference Materials: A Fluorescence Standard Reference 

Material: Quinine Sulfate Dihydrate; U.S. Government Printing Office, Wasington, D.C., 1980; 
Nat. Bur. Stand. (U.S.), Spec. Publ. 260 – 264. 

5. O’ Connnor, D. V. O.; Phillips, D. Time Correlated Single Photon Counting, Academic Press: New 
York, USA, 1984. 

6. Becker, W. Advanced Time-Correlated Single Photon Counting Techniques, Springer, USA, 2005. 
7. Turro, N. J. Modern Molecular Photochemistry, University Science Books, CA, USA, 1991.  
8. O’Connor, D. V.; Ware, W. R.; Andre, J. C. Deconvolution of Fluorescence Decay Curves. A 

Critical Comparison of Techniques J. Phys. Chem. 1979, 83, 1333–1343. 
9. Bevington, P. R. Data Reduction and error Analysis for the Physical Sciences, McGraw-Hill, New 

York, USA, 1969. 
10. Boyd, R. W. Nonlinear Optics, Third Edition, Academic Press, Elsevier, USA, 2008. 
11. Kahlow, M. A.; Jarzba, W.; DuBruil, T. P.; Barbara, P. F. Ultrafast Emission Spectroscopy in the 

Ultraviolet by Time‐Gated Upconversion Rev. Sci. Instrum. 1988, 59, 1098. 
12. Shah, J. Ultrafast Luminescence Spectroscopy Using Sum Frequency Generation. IEEE J. 

Quant. Electron. 1988, 24, 276-288. 
13. Mahr, H.; Hirsch, M. D. An Optical Up-conversion Light Gate with Picosecond Resolution. 

Opt. Comm. 1975, 13, 96–99. 
14. Schanz, R.; Kovalenko, S. A.; Kharlanov, V.; Ernsting, N. P. Broad-Band Fluorescence 

Upconversion for Femtosecond Spectroscopy.  Appl. Phys. Lett. 2001, 79, 566–568. 
15. Zhang, X. X.; Würth, C.; Zhao, L.; Resch-Genger, U.; Ernsting, N. P.  Femtosecond Broadband 

Fluorescence Upconversion Spectroscopy: Improved Setup and Photometric Correction. Rev. 
Sci. Instrum. 2011, 82, 063108. 

16. Midwinter, J. E.; Warner, J.  The Effects of Phase Matching Method and of Uniaxial Crystal 
Symmetry on the Polar Distribution of Second-Order Non-Linear Optical Polarization. Brit.  J. 
Appl. Phys. 1995, 16, 1135-1142. 

17. Yasuda, R.; Harvey, C. D.; Zhong, H.; Sobczyk, A.; Aelst, L. Van; Svoboda, K. Supersensitive 
Ras Activation in Dendrites and Spines Revealed by Two-Photon Fluorescence Lifetime 
Imaging. Nature Neuroscience 2006, 9, 283-291. 

18. Maroncelli, M.; Fleming, G. R. Picosecond Solvation dynamics of Coumarin 153: The 
Importance of Molecular Aspects of Solvation. J. Chem. Phys. 1987, 86, 622–6239. 

19. Somoza, M. M.; Andreatta, D.; Murphy, C. J.; Coleman, R. S.; Berg, M. A. Effect of Lesions on 
the Dynamics of DNA on the Picosecond and Nanosecond Timescales using a Polarity 
Sensitive Probe. Nucleic Acids Res. 2004, 32, 2494–2507. 

20. Koti, A. S. R.; Krishna, M. M. G.; Periasamy, N. Time-Resolved Area-Normalized Emission 
Spectroscopy (TRANES):  A Novel Method for Confirming Emission from Two Excited States. 
J. Phys. Chem. A 2001, 105, 1767–1771. 

21. Koti, A. S. R.; Periasamy, N. Application of Time Resolved Area Normalized Emission 
Spectroscopy to Multicomponent Systems. J. Chem. Phys. 2001, 115, 7094–7099. 

22. Ware, W. R.; Chow, P.; Lee, S. K.  Time-Resolved Nanosecond Emission Spectroscopy: 
Spectral Shift Due to Solvent-Solute Relaxation. Chem. Phys. Lett. 1968, 2, 356–358. 

23. Fee, R. S.; Maroncelli, M. Estimating the Time-Zero Spectrum in Time-Resolved Emmsion 
Measurements of Solvation Dynamics. J. Chem. Phys. 1994, 183, 235–247. 

24. Jha, A.; Ishii, K.; Udgaonkar, J. B.; Tahara, T.; Krishnamoorthy, G. Exploration of the 
Correlation Between Solvation Dynamics and Internal Dynamics of a Protein. Biochemistry 
2011, 50, 397–408. 

25. Singh, T. S.; Rao, B. J.; Krishnamoorthy, G. GTP Binding Leads to Narrowing of the Conformer 
Population While Preserving the Structure of the RNA Aptamer: A Site-Specific Time-
Resolved Fluorescence Dynamics Study. Biochemistry 2012, 51, 9260–9269. 

26. Jha, A.; Narayan, S.; Udgaonkar, J. B; Krishnamoorthy, G. Solvent-Induced Tuning of Internal 
Structure in a Protein Amyloid Protofibril. Biophys. J. 2012, 103, 797–806. 



Chapter 3 

 

88 

 

27. Verma, S. D.; Pal, N.; Singh, M. K.; Shweta, H. Khan, M. F.; Sen, S. Understanding Ligand 
Interaction with Different Structures of G-Quadruplex DNA: Evidence of Kinetically 
Controlled Ligand Binding and Binding-Mode Assisted Quadruplex Structure Alteration. 
Anal. Chem. 2012, 84, 7218–7226. 

28. Kelly, S. M.; Jess, T. J.; Price, N. C. How to Study Proteins by Circular Dichroism. Biochimica et 
Biophysica Acta 2005, 1751, 119–139. 

29. Kypr, J.; Kejnovská, I.; Renčiuk, D.; Vorlíčková, M.  Circular Dichroism and Conformational 
Polymorphism of DNA. Nucleic Acids Res. 2009, 37, 1713–1725. 

30. Fasman, G. D. Circular Dichroism and the Conformational Analysis of Biomolecules, Springer, USA, 
1996. 

31. Eliel, E. L.; Wilen, S. H. Stereochemistry of Organic Compounds, Wiley-India Edition, 2008. 
32. Bikadi, Z.; Hazai, E. Application of the PM6 Semi-Empirical Method to Modeling Proteins 

Enhances Docking Accuracy of AutoDock. J. Cheminformatics 2009, 1, 15. 
33. Halperin, I.; Ma, B.; Wolfson, H.; Nussinov, R. Principles of Docking: An Overviewof Search 

Algorithms and A Guide to Scoring Functions. Protein: Struct. Funct. Genet. 2002, 47, 409–443. 
34. Morris, G. M.; Goodsell, D. S.; Halliday, R. S.; Huey, R.; Hart, W. E.; Belew, R. K.; Olson, A. J. 

Automated Docking Using a Lamarckian Genetic Algorithm and an Empirical Binding Free 
Energy Function J. Comput. Chem. 1998, 19, 1639–1662. 

35. Goodsell, D. S.; Morris, G. M.; Olson, A. J. Automated Docking of Flexible Ligands: 
Applications of AutoDock. J. Mol. Recognit. 1996, 9, 1-5. 

36. Sousa, S. F.; Fernandes, P. A.; Ramos, M. J. Protein-Ligand Docking: Current Status and 
Future Challenges. Protein: Struct. Funct. and Genet. 2006, 65, 15–26. 

37. Dhamodharan, V.; Harikrishna, S.; Jagadeeswaran, C.; Halder, K.; Pradeepkumar, P. I. 
Selective G-Quadruplex DNA Stabilizing Agents Based on Bisquinolinium and Bispyridinium 
Derivatives of 1,8-Naphthyridine. J. Org. Chem. 2012, 77, 229–242. 

38. Pal, S.; Maiti, P. K.; Bagchi, B.; Hynes, J. T. Multiple Time Scales in Solvation Dynamics of 
DNA in Aqueous Solution:  The Role of Water, Counterions, and Cross-Correlations. J. Phys. 
Chem. B 2006, 110, 26396–26402. 

39. Nilsson, L.; Halle, B. Molecular Origin of Time-Dependent Fluorescence Shifts in Proteins. 
Proc. Nat. Acad. Sci. USA 2005, 102, 13867–13872. 

40. Furse, K. E.; Corcelli, S. A. The Dynamics of Water at DNA Interfaces: Computational Studies 
of Hoechst 33258 Bound to DNA. J. Am. Chem. Soc. 2008, 130, 13103–13109. 

41. Sen, S.; Andreatta, D.; Ponomarev, S. Y.; Beveridge, D. L.; Berg, M. A. Dynamics of Water and 
Ions Near DNA: Comparison of Simulation to Time-Resolved Stokes-Shift Experiments. J. Am. 
Chem. Soc. 2009, 131, 1724–1735. 

42. Harvey, M. J.; De Fabritiis, G. A. Survey of Computational Molecular Science Using Graphics 
Processing Units. WIREs Comput. Mol. Sci. 2012, 2, 734-742 

43. Garland, M.; Le Grand, S.; Nickolls, J.; Anderson, J.; Hardwick, J.; Morton, S.; Phillips, E.; 
Zhang, Y.; Volkov, V.  Parallel Computing Experiences With CUDA. IEEE Micro. 2008, 28, 13-
27. 

44. Preis, T.  GPU-Computing in Econophysics and Statistical Physics. Eur. Phys. J. Spec. Top. 2011, 
194, 87-119. 

45. Pratx, G.; Lei, X. GPU Computing in Medical Physics: A Review. Med. Phys. 2011, 38, 2685-
2697. 

46. Phillips, J. C.; Braun, R.; Wang, W.; Gumbart, J.; Tajkhorshid, E.; Villa, E.; Chipot, C.; Skeel, R. 
D.; Kale, L.; Schulten, K. Scalable Molecular Dynamics with NAMD. J. Comput. Chem. 2005, 26, 
1781-1802. 

47. Stone, J. E.; Phillips, J. C.; Freddolino, P. L.; Hardy, D. J.; Trabuco, L. G.; Schulten, K. 
Accelerating Molecular Modeling Applications with Graphics Processors. J. Comput. Chem. 
2007, 28, 2618-2640. 

48. Case, D.; et al. AMBER 12, University of California, San Francisco, 2012. 
49. Salomon-Ferrer, R.; Case, D. A.; Walker, R. C. An Overview of the Amber Biomolecular 

Simulation Package. WIREs Comput. Mol. Sci. 2013, 3, 198-210. 
50. Van Der Spoel, D.; Lindahl, E.; Hess, B.; Groenhof, G.; Mark, A. E.; Berendsen, H. J. C.  

GROMACS: Fast, Flexible, and Free. J. Comput. Chem. 2005, 26, 1701-1718. 
51. Hess, B.; Kutzner, C.; van der Spoel, D.; Lindahl, E. GROMACS 4:  Algorithms for Highly 

Efficient, Load-Balanced, and Scalable Molecular Simulation. J. Chem.Theory Comput. 2008, 4, 
435-447. 



 Experimental and Simulation Methods 

 

 
89 

 

52. Brooks, B. R.; et al. CHARMM: The Biomolecular Simulation Program. J. Comput. Chem. 2009, 
30, 1545-1615. 

53. Eastman, P.; et al. OpenMM 4: A Reusable, Extensible, Hardware Independent Library for 
High Performance Molecular Simulation. J. Chem. Theory Comput. 2013, 9, 461-469. 

54. Ferrer, R. S.; Götz, A. W.; Poole, D.; Le Grand, S.; Walker, R. Routine Microsecond Molecular 
Dynamics Simulations with AMBER on GPUs. 2. Explicit Solvent Particle Mesh Ewald. J. 
Chem. Theory Comput. 2013, 9, 3878-3888.  
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Chapter 4 
 

New Insight of Solvation Dynamics in DNA: Hoechst in 
AnTn-Rich Minor Groove of DNA 

 

 

This chapter will highlight the current understanding of DNA solvation/hydration and the 

controversies associated with it. The results presented in this chapter will shed new light 

on the understanding of solvation dynamics in minor groove of DNA, probed by a popular 

minor grove binder, Hoechst 33258. The results will try to explain most of the existing 

(debated) views on DNA solvation dynamics. The direct comparison of results of several 

new and old time-resolved fluorescence Stokes shifts experiments with the results of 

extended MD simulations, performed here, will convince that solvation dynamics in minor 

groove of DNA is much more complex than that thought earlier. Results will show that 

there are very slow water molecules in the vicinity of groove-binder, which play vital role 

in the dispersed (power-law) solvation dynamics in DNA minor groove; although, such 

slow water dynamics is dependent on the length of AnTn sequence that create the minor 

groove of DNA. 

 

4.1. Introduction 

The fact that water molecules (and ions) do not act as mere spectators for biomolecules – 

but maintain the structure and function of biomolecules – is now well established.1-3 The 

dynamics of water and ions in-and-around biomolecules such as proteins and nucleic acids 

actually facilitate several important biochemical processes ranging from enzyme catalysis,4 

protein folding5,6 and protein activity,7,8 to the interactions of DNA with proteins9,10 and 

drugs (ligands).11,12 Hence, understanding structure and function of biomolecules remains 

incomplete if the effects of water and ion dynamics on the biomolecular dynamics are 

neglected. In fact, this chapter highlights that dynamics of water is crucial for solvation of 

minor groove binders inside DNA. Thus, understanding the dynamics of water and ions 

near Watson-Crick duplex-DNA remains a major research field for last two decades or so.  

Proteins and DNA are different in many ways, but their underlying dynamical 

features remain similar; although, it has been shown in several recent time-resolved 

fluorescence experiments and simulation studies that the dynamics in DNA is rather 

dispersed owing to the fact that there lies strong electrostatic coupling among the 

negatively charged DNA, positively charged counterions and dipolar water molecules.22-

28,34,36 Considerable efforts have gone into understanding the dynamics in proteins and 

DNA through experiments,13-30 theory31,32 and computer simulations.27,33-51 The overall 

dynamics in these biomolecules is found to extend in times >10 ps,52-55 while dynamics in 



Chapter 4 

 

92 

 

simple water complete within few picoseconds.56 More importantly, it has been shown that 

dynamics of electrostatic interaction energy in DNA is highly non-exponential and 

dispersed which extend over several decades in time following mostly power-law type 

relaxations.22-28,34,36 The explanation of such dispersed (solvation) dynamics in DNA 

remains elusive, thus, the interpretations are debated strongly, primarily because of its 

very origin from intricate coupling between the motions of charged/dipolar components in 

DNA solution (i.e., water, ions and DNA).22-28,34,36 In fact, question remains whether it is the 

independent dynamics of water or ions or DNA or it is the inextricable coupled motions of 

these components which control the solvation dynamics in DNA. These perturbed 

hydration-shells and counterions participate in the interactions of DNA with proteins and 

drugs (ligands).11,57-59 Hence, understanding and quantifying the dynamics of water and 

ion solvation near DNA is of primary importance to elucidate the complex molecular 

recognitions involving DNA. 

As discussed in chapter 2, time-resolved fluorescence Stokes shift (TRFSS) and related 

experiments have the capability to measure dynamics of complex molecular systems in 

sub-picoseconds to nanoseconds time-scales, hence TRFSS experiments have been widely 

used to study solvation dynamics in DNA.17-30 Although such TRFSS experiments capture 

the overall solvation response in DNA near a probe-site, the full interpretation of TRFSS 

results is not possible from only experiments.33-42 Molecular dynamics (MD) simulations 

provide a direct route to interpret TRFSS data and quantify the dynamics of water and ions 

near biomolecules.27,33-38,41 Several such simulation studies have been performed to unveil 

the complex dynamics in DNA.27,33-42 However, comparisons of MD simulations to TRFSS 

results of DNA solvation dynamics have so far been reported only in few studies.27,33-38 

Nevertheless, these studies showed the routes to explore such comparisons of simulations 

to experiments, and provided important information about the nature of solvation in DNA 

grooves, but with debated views.27,33-38 

TRFSS studies with probes placed inside duplex-DNA either by covalent attachment 

to sugar as base-stacked (replacing a base/base-pair) or by minor groove-binding 

fluorophores have provided important information about DNA solvation dynamics from 

sub-picoseconds to nanosecond time-scales.17-30 Berg and co-workers were the first to 

measure the TRFSS of a covalently attached base-stacked coumarin-102 (placed opposite an 

abasic-site) in DNA double helix of generic sequence, and showed that DNA dynamics 

extend into nanosecond time-scales.17 Subsequently, Zewail and co-workers reported 

TRFSS of a base-stacked probe (2-aminopurine) and a (minor) groove-bound probe 

(Hoechst 22358) to show that both probes sense similar dynamics inside duplex-DNA till 

100 ps.18,19 Ernsting and co-workers reported high-accuracy time-resolved stimulated 

emission shifts of base-stacked probe (HNF) till 25 ps and showed that water plays 

important role in controlling the local dynamics inside duplex-DNA.20 On the other hand, 

Pal and co-workers reported nanosecond dynamics in duplex-DNA using groove-bound 

probes, Hoechst and DAPI.21 However, combining Stokes shift data from different 
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techniques over broad time-range, Berg and co-workers showed that solvation dynamics in 

duplex-DNA actually follow a power-law decay (with exponent 0.15) from 40 fs to 40 

ns.22,23 Recently, Sen and co-workers also showed that TRFSS of groove-bound DAPI inside 

duplex-DNA follow similar power-law till ~100 ps, but beyond this time the dynamics 

converge rapidly to equilibrium near 10 ns.24 

Much of the current understanding of complex solvation response in DNA came from 

MD simulation studies.27,33-41 Simulations have been used to study water and ion 

distributions in-and-around DNA.27,33-41 Dynamics of water and counterions around 

duplex-DNA have also been characterized in terms of diffusion coefficients,39 hydrogen-

bond dynamics,40 orientational relaxation,40 H-bond jump,60 and ion-distribution 

convergence.41 However, simulation studies on dynamics of solvation in DNA are 

limited.27,33-41 In fact, the comparisons of simulations to TRFSS experiments in duplex-DNA 

have so far been reported only by Hynes-Bagchi and co-workers,33 Furse and Corcelli,35-37 

Berg and co-workers,34 and Sen and co-workers.27 Hynes-Bagchi and co-workers simulated 

native duplex-DNA33 and compared their simulation results to experiments of Zewail and 

co-workers on base-stacked 2-AP and groove-bound Hoechst.18,19 They, for the first time, 

found that slow dynamics in DNA (till 250 ps) is mainly controlled by water and ion 

motions (strong cross-correlation among them); but their simulation was not long enough 

to capture the nanosecond dynamics.33 Analysing 46 ns simulation trajectory, Sen et al. 

found excellent agreement between TRFSS results of base-stacked coumarin-102 and 

correlation of simulated electric-field fluctuations inside native duplex-DNA.34 Through 

decomposition of contributions from individual components using a ‘polarization model’, 

this study also showed that water controls the power-law dynamics in duplex-DNA.34 On 

the other hand, Furse and Corcelli simulated duplex-DNA with groove-bound Hoechst,35 

similar to experiment of Zewail and co-workers,18 and saw that the slow dynamics (till 100 

ps) is dominated by DNA motion, but not the water or ion motions – suggesting that most 

of slow water and ions are displaced by the groove-bound Hoechst.35 When they extended 

their simulation upto 150 ns and compared the results to the simulated dynamics of 

duplex-DNA with coumarin/abasic pair,36 similar as in experiments of Berg and co-

workers,22,23 they saw significant contribution from abasic-site flipping motions between 

intra- and extra-helical to the slow (power-law type) relaxation which is significantly 

different from the dynamics probed by groove-bound Hoechst.36 Based on these simulation 

results, they proposed that DNA motions control the slow dispersed solvation dynamics in 

DNA, and not the water and ions.36  

All these above observations raised several debated, but important, questions:  

1. Is power-law solvation dynamics really a general feature in DNA? 

2. How far dynamics probed by base-stacked (Coumarin) and groove-bound 

(Hoechst) really differ in experiment? 
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3. Can TRFSS experiments really capture the effect of abasic-site flipping motions on 

slow solvation dynamics in DNA as suggested by simulation?  

4. Is there any base-sequence dependency of the solvation dynamics probed by minor 

groove-binder (mainly Hoechst)? 

5. Can MD simulation capture such dispersed power-law relaxation in DNA, as seen 

in some experiments? 

6. What is the origin of dispersed (power-law) dynamics in DNA? 

7. Is there slow water present near a ligand bound inside the minor groove of DNA? 

 

The present chapter (and also chapters 5 – 8) will shed new light on these issues and try to 

address the above questions. This chapter (and also chapter 7) will also show that there are 

slow water molecules in the vicinity of groove-binders in DNA which control dispersed 

power-law dynamics in DNA in nanosecond time scales; although, contributions of such 

(slow) water relaxations to the slow dynamics can vary depending on the length of AnTn 

sequence creating the minor groove of DNA. These studies will convincingly show that 

power-law dynamics is a general feature of DNA solvation dynamics. 

In order to address above issues, TRFSS of minor groove-bound Hoechst in DNA of 

two different sequences (5'–CGCAAATTTGCG–3' and 5'–CGCGAATTCGCG–3') are 

measured using UPC and TCSPC setups covering a broad time-range of five decades from 

100 fs to 10 ns. These TRFSS data are then compared to other existing experimental data on 

base-stacked coumarin22,23 and those reported by Zewail et al.18 and Pal et al.21 on same 

DNA/Hoechst systems. TRFSS dynamics of Hoechst in minor groove containing central 

sequence of —AATTC— is found to be faster than that in the minor groove containing —

AAATTTG—. Very long (equilibrium) MD simulations (total 1.2 s) on these two 

DNA/Hoechst systems are performed here in the excited state of Hoechst – so as to 

calculate the simulated solvation correlation functions and compare them directly to the 

new TRFSS results of the same systems. For this, 3 different MD trajectories of 200 ns each 

are computed for each DNA/Hoechst system (total: 3  200 ns + 3  200 ns = 1.2 s). 

Finally, these 3 trajectories (200 ns each) for every DNA/Hoechst system are averaged to 

obtain the final dynamics of electrostatic interaction energy fluctuations of excited-state 

Hoechst with all the surrounding entities, viz. DNA, water, Na+ and Cl. Equilibrium MD 

simulation captures the essential features of the solvation dynamics (e.g., power-law type 

dispersed dynamics, faster relaxation in minor groove of —AATTC— compared to —

AAATTTG—), similar as obtained in experimental TRFSS results. Direct comparison of 

TRFSS and simulated dynamics shows good agreement with similarity of (power-law) 

dynamics in the DNA/Hoechst systems. Linear response decomposition of total simulated 

response into individual components as well as auto- and cross-correlations of individual 

components reveals that (power-law) solvation response of Hoechst in the minor groove of 

—AAATTTG— is dominated by DNA motions, similar as found earlier by Furse and 

Corcelli;35 however, the same Hoechst response in the minor groove created by —
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AATTC— is dominated by slow (power-law type) water relaxation, leading to overall 

faster solvation response in the minor groove of —AATTC— compared to that of —

AAATTTG—. Analysis of minor groove-widths suggests that the differences in the local 

groove-width fluctuations in the two DNA systems possibly control the relative 

contributions of water and DNA to dictate the overall slow solvation response of groove-

bound Hoechst in DNA. Contributions from ion motions are found to be negligible in both 

DNA/Hoechst systems. These results indeed show for the first time that local DNA 

dynamics is dependent on the minor groove AnTn rich sequence which dictates the slow 

water or slow DNA motions to define the overall solvation dynamics in the minor grooves 

of duplex-DNA depending on the lengths of AnTn sequence.  

 

4.2. Methods 

4.2.1. Experimental Methods 

DNA minor groove binder, Hoechst 33258 (2′-(4-hydroxyphenyl)-5-(4-methyl-1-

piperazinyl)-2,5′-bi(1H-benzimidazole) trihydrochloride hydrate) was purchased from 

Sigma-Aldrich, and was used without further purification (see Figure 2.7 in chapter 2). Self-

complimentary (12-mer) DNA oligonucleotides of sequences, 5'–CGCAAATTTGCG–3' and 

5'–CGCGAATTCGCG–3', respectively, were from Integrated DNA Technologies. B-form 

DNA duplexes were prepared by re-suspending single-stranded oligonucleotides in buffer 

of 100 mM sodium phosphate with 50 mM NaCl of pH 7, and annealing them from 95°C to 

room temperature (25°C) over ~5 hours. Formation of double-stranded B-DNA was 

confirmed by circular dichroism (CD) 

spectra (Figure 4.1). Spectra show 

characteristic negative peak ~255 nm 

confirming formation of right handed 

B-DNA. All samples were prepared in 

HPLC grade water (Merck). All 

experiments were performed with 

concentration ratios of 

[Hoechst]/[DNA] of 1:5 where Hoechst 

fluorescence reach saturation such that 

nearly all Hoechst molecules remain 

bound to the DNA. Fluorescence 

decays were measured at magic angle 

using TCSPC and UPC (see chapter 3 

for details). UPC measurements were carried out at concentrations; [Hoechst] = 40 μM and 

[DNA] = 200 μM. TCSPC measurements were carried out with samples of concentrations, 

[Hoechst] = 5 μM and [DNA] = 25 μM. Time-zero fluorescence spectra of the samples were 

 

Figure 4.1: Circular dichroism (CD) spectra of 12-mer 
DNA (15 mM) of sequences: 5'–CGCAAATTTGCG–3' 
and 5'–CGCGAATTCGCG–3'. Spectra show 
characteristic negative peak ~255 nm confirming right 
handed B-form DNA. 
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measured by making glass in 1:2 buffer/glycerol mixture, followed by measuring the 

spectra at -78 C in dry-ice/acetone mixture (see chapter 3 for details.      

 

4.2.2. Simulation Methods 

The initial coordinates for simulating 5'–CGCAAATTTGCG–3' and 5'–CGCGAATTCGCG–

3' with groove-bound Hoechst was obtained from protein data bank (PDB id. 264D for —

AAATTTG— and PDB id. 8bna for —AATTC—).61,62 Crystal water molecules of 18 in 

numbers in the case of —AAATTTG— and 174 in numbers in the case of —AATTC— were 

included in the simulations.61,62 MD simulations for both the sequence (—AAATTTG— and 

—AATTC—) were carried out by solvating the Hoechst/DNA complexes with 8750 and 

8668 SPCE water molecules,63 respectively, which extend upto 10 Å from DNA molecules 

in each side, resulting into a periodic cubic box of 70 × 70 × 70 Å. Both, Hoechst/DNA 

complexes were charge neutralized by adding 21 Na+ ions (Note here that Hoechst itself 

contains one positive charge, thus a total of only 21 Na+ ions were required for total charge 

neutrality for both DNA systems). In addition to 21 Na+ ions, another 25 Na+ and 25 Cl 

ions were added to have ionic concentrations of 150 mM Na+ and Cl in the solutions, 

similar as in experimental samples. Na+ and Cl were modelled with Aquist parameters.64,65 

Excited state partial charges of Hoechst atoms were obtained from previous study.35 

Hoechst/DNA systems contained a total of 26,979 atoms for —AAATTTG— DNA and 

27,196 atoms for —AATTC— DNA.  

Both Hoechst/DNA systems were relaxed prior to MD through energy minimization 

using steepest decent and conjugate gradient algorithms. During initial 1000 steps of 

energy minimization, DNA, Hoechst and ions were restrained with a force constant of 25 

kcal mol-1 Å-2 and water molecules were kept free without any restraint. This was followed 

by two cycles of 1000 steps minimization of entire system with restraint of 25 kcal mol-1 Å-2 

on water molecules, keeping the other components free in the first step; and a force 

constant of 25 kcal mol-1 Å-2 on DNA and Hoechst, keeping the other components free in 

the second step. Restraint of 25 kcal mol-1 Å-2 on DNA and Hoechst was then reduced to 5 

kcal mol-1 Å-2 over four cycles of minimization of 1000 steps each. Finally, 1000 steps of 

minimization were carried out without any restraint on the entire system. After energy 

minimization, the entire system was subjected to several steps of equilibration process. 

First step of equilibration was performed in NVT ensemble for 20 ps by restraining the 

Hoechst/DNA complex with a force constant of 25 kcal mol-1 Å-2, while water and ions 

were kept free. In the same step, the system was heated over the course of 20 ps and 

temperature of the system was raised from 0 to 300 K using Langevin temperature 

control.66 To achieve proper density, Hoechst/DNA complex was equilibrated over next 

five cycles of simulation in NPT ensemble of 20 ps each during which the restraint on 

Hoechst/DNA complex was reduced down to 5 kcal mol-1 Å-2. Further, 50 ps equilibration 

of the entire system was performed without any restraint in NPT ensemble. The 
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dimensions of the periodic cubic box were reset at this stage to reflect the average volume 

of the cubic box after 50 ps of NPT simulation. This equilibration process was extended by 

150 ps of NVT simulation without any restraint, after which the velocities from the final 

trajectories were scaled to reflect production temperature of 300 K. This was followed by 

final equilibration of the system by running 600 ps of simulation in NVE ensemble. At this 

point, 3 independent additional trajectories were generated by randomly assigning new 

velocities for each atom from Boltzmann distributions at 300 K. The 3 independently 

generated trajectories were further equilibrated for 50 ps of NVT and 50 ps of NVE 

simulations. Before proceeding for final production simulation, all these three independent 

trajectories were further equilibrated for 5 ns using SANDER module, followed by another 

5 ns of NVE simulation in PMEMD implementation of SANDER module of AMBER-14.67 

All atom 200 ns of production simulations for the three trajectories of both Hoechst/DNA 

systems (total six independent trajectories) were performed in NVE ensemble in PMEMD 

module of AMBER-14 using parmbsc0 modification of parm99 force-field for DNA in CPU.76 

The simulations were performed on fully free Hoechst/DNA/water/ions systems. SHAKE 

algorithm68 was used to treat covalent bonds containing hydrogen atoms and particle-mesh 

Ewald (PME) sum for treating long range electrostatic interactions.69 The simulation step 

size was 2 fs. Co-ordinates were saved in every 100 fs steps over the entire 200 ns trajectory 

(total 12 million snap-shots). Analysis of the MD trajectories was performed using codes 

written in FORTRAN-90 and IGOR Pro software. VMD70 and Chimera71 were used for 

trajectory visualization and graphics rendering. 

 

4.3. Results and Discussion 

4.3.1. Steady State Fluorescence Spectra: Effect of AnTn - Length 

Hoechst shows very low fluorescence quantum yield in bulk water, but its quantum yield 

is enhanced by several folds upon binding to AnTn-rich DNA minor groove.18,21 The ligand 

sits iso-helically in the floor of the minor groove through strong (bifurcated) hydrogen 

bonds as well as electrostatic and van der Walls interactions with DNA parts.61,62 In water, 

the fluorescence quantum yields of Hoechst is very low (~0.015) which arise from non-

radiative processes, possibly involving excited-sate proton transfer and/or rotation of 

flexible bonds between aromatic rings.72 On binding to AnTn-rich minor groove of DNA, 

the fluorescence signal increases several folds. It has been shown earlier that the binding 

affinity, fluorescence quantum yields of such ligands depend on base-sequence near their 

binding site.26,73,74 However, it is not known how the fluorescence characteristics of Hoechst 

change upon binding to minor grooves created by different lengths of AnTn-sequence. 
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Figure 4.2A compares the 

corrected fluorescence spectra of 

Hoechst in the minor groove of DNA 

of central sequences, —AAATTTG— 

and —AATTC—, and also in buffer. 

Upon binding to minor grooves of —

AAATTTG— and —AATTC— Hoechst 

shows significant fluorescence signal 

enhancement of ~192 and ~126 times, 

respectively, compared to that in 

buffer. The spectral peaks of Hoechst in 

buffer, —AAATTTG— and —

AATTC— are found to be at ~515 nm, 

~459 nm and ~463 nm, respectively 

(Figure 4.2B). The Hoechst spectra are 

blue shifted by ~56 nm and ~52 nm 

when bound to —AAATTTG— and —

AATTC—, respectively, compared to 

that in buffer. Furthermore, it is seen 

that Hoechst spectrum is a bit 

broadened in minor groove of —

AATTC— compared to that in —

AAATTTG—. These results indicate 

that interior of minor groove of —

AAATTTG—, sensed by Hoechst, is a 

bit less polar compared that in —AATTC—. These results give the first indication that 

possibly Hoechst in —AATTC— senses more polar environment where local water 

molecules may play a role, because the solvent polarity dependent spectral shifts are found 

to be large for Hoechst (see Figure 5.3 in chapter 5).   

 

4.3.2. Comparison of Fluorescence Decays 

The time-resolved fluorescence data of Hoechst in the minor groove of —AAATTTG— and 

—AATTC— are compared to see the effect of AnTn length on fluorescence decays. In fact, 

to monitor the effect of AnTn-length on collective (solvation) dynamics over broad time 

range, we measured wavelength dependent fluorescence decays of Hoechst in the minor 

grooves of both DNA using UPC and TCSPC techniques. Total 2022 fluorescence decays 

were measured in UPC and TCSPC for each Hoechst/DNA sample. The raw decays follow 

characteristic features of solvation dynamics, showing fast-decay at shorter wavelengths, 

fast-rise (or decay) followed by slow decay near peak wavelengths, and slow-rise followed 

 

Figure 4.2: (A) Corrected (relative) fluorescence spectra 
of Hoechst in buffer and bound to minor grooves 
created by –AAATTTG– and –AATTC–. (B) Same 
spectra intensity normalized to one, showing the relative 
peak shifts. Relative changes in fluorescence spectra 
(peak shifts and spectral broadening) indicate that 
Hoechst sense a bit more polar environment in the 
minor groove of –AATTC– compared to that of –
AAATTTG–.   
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by slow-decay at longer wavelengths. These decays were fitted using sum of 3-4 

exponentials, and the fitted parameters were used in the re-construction of TRES following 

procedures reported in chapter 3. 

Figure 4.3 compares the decays of Hoechst at shorter, peak and longer wavelengths 

measured in TCSPC (see Figure 4.5 for other decays). Comparison shows some small effect 

of the AnTn sequence length on the decay patterns. These raw fluorescence decays suggest 

that there could be difference in nanosecond solvation dynamics of Hoechst in the minor 

 

Figure 4.3: Fluorescence decays of Hoechst bound to minor grooves of –AAATTTG– and –AATTC–, 
measured in TCSPC at blue-side (395 nm), near peak (440 nm) and red-side (600 nm) of the fluorescence 
spectra. (A) – (C) Decays in short time-range upto 5 ns, and (D) – (F) decays in the full time-range 
plotted in semi-log scale. Lines through raw decays are fits using sum of 3-4 exponentials. 

 
Figure 4.4: Fluorescence decays of Hoechst bound to minor grooves of –AAATTTG– and –AATTC–, 
measured in UPC at blue-side (395 nm), near peak (440 nm) and red-side (580 nm) of the fluorescence 
spectra. (A) – (C) Decays in short time-range upto 100 ps, and (D) – (F) decays in the longer time-range 
upto 1000 ps. Lines through raw decays are fits using sum of 3-4 exponentials. 
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grooves of the two DNA sequences. Figure 4.4 compares the raw fluorescence decays in 

faster time-scales, measured in UPC setup (see Figure 4.5 for other decays). A similar effect 

of AnTn-length on the femtosecond decay patterns is also observed on the Hoechst decays 

in femtoseconds to picoseconds time-scales. Nevertheless, the quantitative effect of minor 

groove sequence on the solvation dynamics is captured in the dynamic Stokes shifts (i.e., 

average frequency shifts) of Hoechst as discussed below. 

 

4.3.3. Comparison of Dynamic Stokes Shifts: Effect of AnTn - Length 

It was not known whether the solvation dynamics from femtoseconds to nanoseconds in 

the minor grooves of DNA of varying AnTn-length, probed by groove-bound Hoechst, are 

similar or not. At first impression, it may seem that minor groove created by any AnTn 

sequence would provide similar environment to a groove-binding ligand. However, it is 

not the case, because above steady-state and time-resolved fluorescence properties of 

Hoechst showed that there are some subtle differences in the properties inside minor 

grooves of two DNA sequences. This test is important because dynamics probed by the 

 

Figure 4.5: Wavelength dependent fluorescence decays (with fits) of Hoechst bound to minor grooves 
created by (A) –AAATTTG– and (B) –AATTC–, collected using UPC (left panels) and TCSPC (right 
panels). The decays show characteristic trend of solvation dynamics, that is, fast decay in blue-side, fast 
rise/decay followed by slow decay in peak region and slow rise followed by slow decay in red region of 
fluorescence spectra. Total 11 decays, out of 20-22 decays, covering entire fluorescence spectra of 
Hoechst in respective DNA are plotted here to minimize clumsiness. Fits to the raw data using sum of 3-4 
exponential decays are also included in the figures (solid lines through raw data). 
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other minor groove binder, DAPI, was 

shown earlier to depend on the base-

sequence near its binding site.26 

Previously, Stokes shift dynamics of 

Hoechst in minor groove of DNA 

having same —AAATTTG— sequence 

was reported by Zewail and co-

workers, measured using only UPC, 

showing bi-exponential relaxation till 

100 ps;18 however, no long time 

dynamics was reported for this 

Hoechst/—AAATTTG— system. Here 

the full dynamics in this 

Hoechst/DNA system is measured 

from 100 fs to 10 ns. To validate the 

present results on same system, Figure 

4.6A plots the solvation correlation 

function, C(t), calculated from present 

data the same way as that of Zewail 

and co-workers,18 and fitted with same 

time-constants (and amplitudes) as 

reported by them.18 Current data show 

nearly identical features as reported 

earlier by Zewail et al.18 However, here 

the measurement of Stokes shifts in this 

system is also extended in longer times using TCSPC setup. On the other hand, Pal and co-

workers reported the nanosecond solvation dynamics of Hoechst in the minor groove 

created by —AATTC—, measured using TCSPC, showing bi-exponential decay till ~5 ns.21 

Figure 4.6B plots the C(t) calculated from present TCSPC data, fitted with the same time-

constants (and amplitudes) reported by Pal et al.21 These plots in Figure 4.6 validate the 

current as well as previously reported solvation dynamics data. However, no ultrafast 

solvation dynamics was measured for this Hoechst/—AATTC— sample either. This 

chapter extends the measurements in femtosecond time scales using UPC setup in this 

sample as well to capture the full dynamics from 100 fs to 10 ns. 

Figure 4.7 plots the TRES (along with time-zero glass spectra) of Hoechst in the minor 

grooves of —AAATTTG— and —AATTC— over five decades of time from 100 fs to 10 ns, 

constructed using methods described in chapter 3. Figure 4.8 plots the absolute Stokes 

shifts (relative to time-zero frequency) of Hoechst in the minor grooves of the two DNA 

samples from 100 fs to 10 ns, constructed from the TRES data by merging the Stokes shifts 

at common time-points of the two techniques (see chapter 3 for details). It is seen that the 

 

 
Figure 4.6: (A) Solvation correlation function of 
Hoechst in –AAATTTG– calculated from UPC data as, 
C(t) = [(t)–(100 ps)]/[(0)–(100 ps)] and fitted with 
bi-exponential decay parameters reported earlier by 
Zewail et al.18 (B) Solvation correlation function of 
Hoechst in –AATTC– calculated from TCSPC data as, 
C(t) = [(t)–(5 ns)]/[(0)–(5 ns)] and fitted with bi-
exponential decay parameters reported by Pal et al.21 
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Stokes shift dynamics is very smooth 

over the entire time-range, although 

apparent faster dynamics are observed 

in both data after ~6 ns. The origin of 

this faster relaxation near the end of 

time-window is not known, but seems 

to originate from excited state 

processes possibly other than solvation 

relaxation. Also, the plateau region in 

faster time-scales (< ~200 fs) originate 

from the limited time-resolution of the 

UPC setup used here that has time-

resolution of ~250 fs, which is unable 

to extract the compete relaxation in the 

faster time-scales. Nevertheless, one 

can see that the dynamics are very 

smooth from ~200 fs to ~6 ns. These 

data could be well fitted with single 

power-law relaxations (equation 4.1) of 

exponents ~0.16 and ~0.11 for Hoechst 

dynamics in —AAATTTG— and —

AATTC—, respectively.  

 

      ܵሺݐሻ ൌ ܵஶ ቂ1 െ ቀ1 ൅
௧

௧బ
ቁ
ି௡
ቃ      (4.1) 

 

where S is the Stokes shift at t = , t0 

is the time where power-law start 

converging toward zero near t = 0, n is 

the power exponent. The overall faster 

rate of Stokes shift change in —

AATTC— suggests that the overall 

solvation dynamics is faster in —

AATTC— compared to that in —

AAATTTG—, although the dynamics 

is more dispersed/stretched in —

AATTC— (power exponent ~0.11) than 

in —AAATTTG— (power exponent 

~0.16). This is in line with the 

observation of steady-state 

 

Figure 4.7: Time-resolved emission spectra (TRES) of 
Hoechst bound to the minor grooves created by the (A) 
–AAATTTG– and (B) –AATTC–, constructed from 
fluorescence decays measured in UPC (circles) and 
TCSPC (stars). Dashed and solid lines denote log-
normal fits to the TRES data. Red solid-line spectra are 
time-zero glass-spectra of the respective samples.  

 

Figure 4.8: (A) Comparison of ‘absolute’ Stokes shifts 
of Hoechst bound in the minor grooves of DNA with 
sequences –AAATTTG– and –AATTC–, with fits (solid 
lines) using single power-law relaxation (equation 6.1). 
(B) Raw absolute Stokes shift data compared after 
shifted vertically to match the initial time-decades and 
show the difference in long-time dynamics.    
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fluorescence properties where Hoechst spectrum in —AATTC— shows a bit broadened 

and red-shifted compared to that in —AAATTTG—, indicating more polar environment in 

—AATTC— than in —AAATTTG—. These experimental TRFSS results clearly show that 

solvation dynamics in minor groove of duplex-DNA is dispersed which mainly follow 

power-law relaxation, and not bi-exponential type relaxations as perceived earlier in same 

Hoechst/DNA systems. 

 

4.3.4. Comparison of Dynamic Stokes Shifts of Groove-Bound Hoechst 
and Base-Stacked Coumarin in Duplex-DNA 

Another very important observation is made here, that is, the solvation dynamics probed 

by groove-bound Hoechst in —

AAATTTG— (measured here) show a 

power-law relaxation of exponent 

~0.16 which is very similar to the value 

(exponent 0.15) obtained earlier for 

covalently attached base-stacked 

Coumarin-102 (opposite an abasic-site) 

in DNA of generic sequence, 

previously reported by Berg and co-

workers.22,23 A direct comparison of 

experimental absolute Stokes shifts of 

groove-bound Hoechst (in the minor 

groove of —AAATTTG—) and base-

stacked Coumarin-102 (opposite an 

abasic-site in DNA of generic 

sequence)22,23 is shown in Figure 4.9. 

This plot clearly shows that both 

probes sense very similar Stokes shift 

dynamics over nearly the entire five 

decades of time. This observation suggests that solvation dynamics in duplex-DNA follow 

single power-law relaxation (of exponent ~0.15-0.16) over broad time-range, when probed 

by either base-stacked Coumarin or groove-bound Hoechst.  

The fact that minor groove-bound Hoechst and base-stacked Coumarin (opposite an 

abasic site) sense very similar (power-law) dynamics in duplex-DNA, however, differs 

from the observation of simulated dynamics in similar systems reported by Furse and 

Corcelli.36 They saw substantial difference between the simulated solvation correlation 

functions of groove-bound Hoechst and base-stacked (model) Coumarin (opposite an 

abasic-site).36 Based on their simulation data, they suggested that the slower (power-law 

type) relaxation observed by base-stacked Coumarin-102 (opposite an abasic-site) arises 

 
Figure 4.9: Comparison of ‘absolute’ Stokes shifts from 
100 fs to 10 ns of minor groove-bound Hoechst in 12-
mer DNA with central sequence –AAATTTG– 
(measured here) and the base-stacked Coumarin-102 
opposite an abasic-site in a 17-mer DNA of generic 
sequence (measured earlier by Berg et al.22,23) Data 
show very similar (single) power-law solvation 
dynamics of power-law exponent ~0.15 (solid black 
line) over broad time-range, suggesting that inherent 
differences in the DNA systems do not affect the 
solvation dynamics in duplex-DNA. 
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from the intra- and extra-helical conformational changes of abasic-sugar, which were found 

to be kinetically stable on nanosecond time-scale.36 The comparison of experimental 

dynamics of groove-bound Hoechst and base-stacked Coumarin made in Figure 4.9, 

however, suggests that such conformational changes of abasic-sugar may have minimal or 

no effect on the solvation process around Coumarin, because such changes may get 

averaged out in ensemble-level experiments. This issue has been a point of discussion in 

literature – which suggested that base-stacked Coumarin does not report the true solvation 

dynamics of DNA, rather it reports on dynamics of damaged site inside DNA.36 However, 

the present direct comparison of experimental TRFSS data of same systems clearly does not 

approve the previous claims. In fact, following the results of several dynamic Stokes shift 

experiments on various (normal) DNA systems (many of them presented also in chapters 

5-8), spanning over broad time-ranges, it can be suggested that solvation dynamics in DNA 

mainly follow power-law relaxation with exponent of ~0.15 – 0.16,22,23,26-28,34,36 but with few 

exceptions including the dynamics in —AATTC— presented here.24-26,28 

 

4.3.5. Molecular Dynamics Simulation Results 

4.3.5.1. Electrostatic Interaction Energy Fluctuations and Solvation 
Correlation Functions 

Although the above TRFSS experiments showed that Hoechst sense faster relaxation in the 

minor groove of —AATTC— compared to that of —AAATTTG—, it is still very difficult to 

explain fully the TRFSS results only from experiments. MD simulations have been shown 

to provide a clear route to explain the TRFSS results. However, such explanations of TRFSS 

results through MD simulations are valid only if those simulations are directly compared 

with the experimental results to see if simulation captures the essential features of 

experimental results or not. Under linear response theory, it has been shown that non-

equilibrium TRFSS experimental results can be directly compared with the equilibrium 

simulation results, provided in experiment the properties of system under study do not 

deviate much from equilibrium conditions. This has been tasted in various occasions and 

found that linear response theory generally holds for most physical systems.27,29-45 

Nonetheless, not many similar studies on DNA systems are found in literature, except few 

reported by Bagchi-Hynes and co-workers,33 Furse and Corcelli,30,35-37 Berg and co-

workers,34 and Sen and co-workers.27   

 In this chapter equilibrium simulations on both Hoechst/DNA systems are performed 

over very long time (200 ns) for 3 independent trajectories that are used to get better 

averaging of dynamics in each Hoechst/DNA system (total simulation run is 1.2 s). The 

co-ordinates were saved in every 100 fs step (2 million  3  2 systems = 12 million snap-

shots). In fact, these simulations are the longest till date which are used to calculate the 

solvation correlation functions in DNA (see below). 
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For direct comparison of TRFS results with simulation, electrostatic interaction 

energies of excited state charges of Hoechst with surrounding water, ions (both Na+ and 

Cl) and DNA were calculated in each snap-shot of the MD trajectories. Damped Shift 

Force (DSF)75 sum method was used to calculate the electrostatic interaction energy of 

Hoechst with the surrounding molecules, similar as used in earlier simulation studies of 

duplex-DNA by Furse and Corcelli.30,35-37 Effects of long range electrostatic interactions 

among atoms of the system are efficiently included by DSF sum method.75 The electrostatic 

interaction energy using DSF method is calculated as,75 
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where, qm is the charge of mth atom of the solute (here, excited-state charges of Hoechst), qn 

  

 

Figure 4.10: Total electrostatic interaction energy fluctuations of excited-state Hoechst with surrounding 
water, ions and DNA in the minor groove created by —AAATTTG— (A) and —AATTC— (B) over 200 
ns simulation (average of 3 independent trajectories of 200 ns each), calculated using DSF sum method 
(equation 4.2). Energies are calculated at 100 fs step and the fluctuations are smoothed with 200 ps 
running average for clearly showing the inherent fluctuation features of the DNA systems. (C) 
Comparison of (simulated) solvation correlation functions calculated as auto-correlations of total energy 
fluctuations (equation 4.3) of excited Hoechst in the two Hoechst/DNA systems. See figure for legends.   
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is the charge of the nth solvent atom (here water, ions and DNA atoms), r is the interatomic 

distance between qm and qn, Rc is the cut-off radius (r≤ Rc) and  is the damping factor that 

controls the convergence of the Coulomb sum over distance. In this work, Rc is defined as 

32 Å (half of the final box size) and  is chosen as 0.2 Å-1 (similar as used in simulation of 

duplex DNA earlier).30,35-37 The electrostatic interaction energy fluctuations of Hoechst with 

water, DNA, ions and total system has been calculated over entire 200 ns of simulation, 

averaged over 3 independent 200 ns trajectories, and plotted in Figure 4.10. The plot shows 

large DNA and water energies which are strongly anti-correlated in both Hoechst/DNA 

samples. However the features of fluctuations are somewhat different in two systems with 

larger DNA fluctuations in case of —AAATTTG— (Figure 4.10A) than that in case of —

AATTC— (Figure 4.10B). Contributions of Na+ and Cl are found to be small.  

The total interaction energy fluctuations were used to calculate the total equilibrium 

solvation correlation function, Csimu(t), in the excited state of Hoechst as,33,34 

 

ሻݐ௦௜௠௨ሺܥ ൌ
〈∆ாሺ଴ሻ∆ாሺ௧ሻ〉೐
〈∆ாሺ଴ሻమ〉೐

         (4.3) 

where E(t) = (E(t) – E(t))e, is fluctuation in interaction energy of (excited-state) Hoechst 

charges and partial charges of DNA, ions and water molecules, relative to average energy. 

Figure 4.10C compares the simulated solvation correlation functions, Csimu(t), of Hoechst in 

the two Hoechst/DNA systems. These simulated correlation functions capture the essential 

features of experimental TRFSS dynamics, i.e., power-law type dispersed solvation 

relaxation over broad time-range and faster solvation dynamics in —AATTC— compared 

to that in —AAATTTG—, similar as observed in experiments; although, the relative 

changes in rate of relaxations are somewhat different in simulated dynamics as compared 

to the experimental dynamics (see Figures 4.8B and 4.10C). Nevertheless, simulations 

capture the main features of the experimental dynamics in the two DNA systems.      

 

4.3.5.2. Comparison of Simulated and Experimental Stokes Shifts Dynamics 

Within linear response approach, the simulated equilibrium solvation correlation function, 

Csimu(t), can be equated to the (non-equilibrium) experimental solvation correlation function, 

Cexpt(t), of a probe as; Csimu(t)  Cexpt(t).33-35 However, comparison of Csimu(t) to Cexpt(t) is not 

straightforward because Csimu(t) includes large amount (~70–90%) of fast inertial component 

which is absent in the measured experimental ‘absolute’ Stokes shift dynamics.33-35 Sen et al. 

suggested a unique way to directly compare simulated and experimental dynamics by 

calculating simulated absolute Stokes shifts from simulated solvation correlation function as,34 

 

              ܵሺݐሻ ൌ ଴ܵߜ ൅ ܾሾ1 െ  ሻሿ      (4.4)ݐ௦௜௠௨ሺܥ
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In equation 4.4, S0 is the fast inertial contribution and b is the total (simulated) Stokes 

shifts. Using this method, Figure 4.11A compares the experimental and simulated absolute 

Stokes shifts and Figure 4.11B compares the (multiplicatively scaled) experimental Cexpt(t) 

and simulated Csimu(t) of Hoechst in the minor grooves of —AAATTTG— and —AATTC—

. The matching is found to be good over broad time-range for —AAATTTG—, while the 

matching of data is reasonably good for —AATTC—. To do the matching of simulated 

Stokes shift to experimental TRFSS, values of S0 and b (and multiplication factor for direct 

C(t) matching in Figure 4.11B) were adjusted such that ~75% of inertial contribution was 

needed to be subtracted from the total simulated Stokes shift in case of —AAATTTG—, 

while those values were adjusted to subtract ~85% of inertial component in case of —

AATTC—. These numbers are consistent with the fact that a large amount of inertial 

dynamics (~75-85%) contributes to the simulated dynamics, which is eliminated in the 

experimental “absolute” Stokes shift which subtracts the TRES frequencies from the 

frequency of time-zero glass-spectrum where diffusive motions are frozen but inertial 

motions persist. It should be noted here that the time-resolution of the UPC setup (~250 fs) 

 

Figure 4.11: (A) Comparison of ‘absolute’ Stokes shifts of Hoechst obtained from experiment (red 
circles) and simulation (black lines) in the minor grooves of —AAATTTG— (left panel) and —
AATTC— (right panel). Simulated absolute Stokes shifts were calculated from simulated solvation 
correlation functions using equation 4.4 (see text for details). Limited time-resolution of UPC setup (~250 
fs) could not allow extraction of full dynamics by ~450 – 500 cm-1 at 100 fs, which leads to the deviation 
between experimental and simulation data below ~2 – 5 ps. (B) Comparison of simulated solvation 
correlation functions to experimental solvation correlation functions of Hoechst after scaling the 
experimental data to discard initial inertial component in simulation in case of —AAATTTG— (left 
panel) and —AATTC— (right panel). The matching of simulation and experimental data is very good in 
case of —AAATTTG—, but inferior in case of —AATTC—.  
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limits the full extraction of dynamics by ~450-500 cm-1 at 100 fs. This leads to the deviations 

between simulated and experimental dynamics within 100 fs to ~2 ps (see Figure 4.11A). 

Nevertheless, the matching between simulated and experimental Stokes shifts over broad 

time-range validates the linear response approach, although the matching of simulated and 

TRFSS data for —AATTC— is rather inferior. Nonetheless, it is found that simulations 

capture the essential features of the experimental solvation dynamics. 

 

4.3.5.3. Decomposition of Total Simulated Correlation into Individual 
Components: Origin of Dispersed Power-law Dynamics in DNA 

In order to find the origin of dispersed (power-law) solvation dynamics in the minor 

grooves of DNA of two different central sequences, the total simulated correlations were 

decomposed into partial correlations of water, DNA-proper, Na+ and Cl using linear 

response decomposition (LRD) method.45-48 LRD had been proposed by Nilson and Halle,44 

and used by Golosov and Karplus,45 Furse and Corcelli35-37 and Sen et al.27,34 in the 

decomposition analysis of total solvation correlations in proteins and duplex-DNA. In this 

method, the total correlation is decomposed into its components by calculating the cross-

correlations between individual component’s energy fluctuation and total energy 

fluctuation of system. In LRD, the total solvation correlation function, Csimu(t), can be 

expressed as the sum of partial correlations of individual components as,44 

 

ሻݐ௦௜௠௨ሺܥ ൌ ∑ 〈∆ா೔ሺ௧ሻ∆ாሺ଴ሻ〉

஼ሺ଴ሻ௜         (4.5) 

where i is individual component (i.e., water, Na+, Cl and DNA-proper) and C(0) is total 

correlation at zero-time.  

Figure 4.12A and 4.12B plots the partial correlations of water, DNA, Na+ and Cl, 

along with the total correlation. Plot shows that in case of —AAATTTG—, below ~3 ps 

water contributes the most to control the fast dynamics, although water relaxation levels 

off to zero within ~20 ps. DNA motions, however, contribute fully to dictate the dispersed 

slow relaxation in longer times (>20 ps). It can be seen that DNA correlation follows nearly 

a power-law type relaxation over broad time window. The motional contributions from 

Na+ and Cl however are found to be negligible over the entire time-range. These main 

results agree very well with the previous simulation results of Furse and Corcelli on the 

same Hoechst/DNA system, which also saw that DNA is the main contributor to the slow 

dynamics (> 10ps) in the minor groove of —AAATTTG— when probed by groove-bound 

Hoechst.35 Furse and Corcelli indirectly compared their simulation results35 to the 

exponential time-components from TRFSS results of Zewail and co-workers till 100 ps.18 

However, this chapter showed for the first time the direct comparison of TRFSS experiment 

and simulation results over very broad time-range of ~100 fs to 10 ns, which show excellent 

similarity of dispersed power-law relaxation in the  minor  groove of  DNA,  probed  by the  
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Hoechst. However, in case of –AATTC–, the situation is opposite, despite the fact that same 

Hoechst probes the dynamics in this minor groove. Figures 4.12A and 4.12B (right panel) 

 

Figure 4.12: (A) Electrostatic interaction energy fluctuations of excited-state Hoechst with surrounding 
water (blue), DNA (green), Na+ (red) and Cl (purple) in the minor grooves created by —AAATTTG— 
(left panel) and —AATTC— (right panel) over 200 ns simulation (average of 3 independent trajectories 
of 200 ns each), calculated using DSF sum method (equation 4.2). Energies are calculated at 100 fs step 
and the fluctuations are smoothed with 200 ps running average for clearly showing the inherent 
fluctuation features of the DNA systems. (B) Linear response decomposition (LRD: equation 4.5) of total 
simulated correlation (black) into individual correlations of components of water (blue), DNA (green), 
Na+ (red) and Cl (purple) in the case of —AAATTTG— (left panel) and —AATTC— (right panel). 
DNA correlation contributes the most to the total correlation in longer time (> 3 ps) in case of —
AAATTTG—, while water controls the total correlation almost entirely in case of —AATTC—. (C) 
Decomposition of total correlation (black) into all possible auto- and cross-correlations of individual 
components (equation 4.6) in case of —AAATTTG— (left panel) and —AATTC— (right panel). See 
figures for legends. Again DNA-DNA auto-correlation contributes most in total response in case of —
AAATTTG— and water-water auto-correlation contributes the most to the total response in —AATTC—. 
Also amplitude of water-DNA cross-correlation is higher in —AAATTTG— compared to that in —
AATTC—. 
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shows the LRD of total correlation into the individual components. It is readily seen that 

water relaxation mainly controls the full dynamics over entire time-range. DNA motion is 

rather anti-correlated to the water motions, which shows negative relaxations with very 

small amplitude. The sum of these partial water and DNA correlations mainly define the 

total correlation of the system that shows nearly a power-law relaxation (see Figure 4.12B – 

right panel), because contributions from Na+ and Cl are negligible over entire time range.  

Figure 4.12C plots all 4 auto-correlations of individual components and 6 cross-

correlations among the components; the summation of which define the total correlation of 

the system as,33 

 

ሻݐ௦௜௠௨ሺܥ      ൌ ሻݐௐௐሺܥ ൅ ሻݐ஽஽ሺܥ ൅ ሻݐே௔ே௔ሺܥ ൅ ሻݐ஼௟஼௟ሺܥ ൅ ሻݐௐே௔ሺܥ ൅ ሻݐௐ஼௟ሺܥ ൅  ሻݐௐ஽ሺܥ

           ൅ܥே௔஼௟ሺݐሻ ൅ ሻݐ஽ே௔ሺܥ ൅  ሻ         (4.6)ݐ஽஼௟ሺܥ

 

where subscripts, W, D, Na, Cl, define the water, DNA, sodium ion, and chloride ion, 

respectively. Comparison of auto- and cross-correlations of individual components in the 

two Hoechst/DNA systems in Figure 4.12C clearly show that amplitude of CDD is much 

higher in minor groove of —AAATTTG— than that in —AATTC—, which supersedes the 

water-water auto-correlation (CWW) beyond ~50 ps. Furthermore, the amplitude of cross-

correlation between water and DNA (CWD) is larger in —AAATTTG— than that in —

AATTC—. On the other hand, the water-water auto-correlation (CWW) always supersedes 

the DNA-DNA auto-correlation (CDD) in case of —AATTC—, together with lesser 

amplitude of cross-correlation between water and DNA, suggesting that water mainly 

control the overall dynamics in the minor groove created by —AATTC—. The 

contributions of ion-ion auto-correlation and water-ion cross-correlations are found to be 

small compared to the above auto- and cross-correlations. Thus, Figure 4.12C indicates that 

water is the main contributor in —AATTC— and DNA is main contributor in —

AAATTTG—, which control the dispersed solvation dynamics in AnTn — length dependent 

minor grooves of DNA.           

 

4.3.5.4. Minor-Groove Width Fluctuation and Water Distribution around 
Hoechst 

The question arises at this point – why local DNA motion controls the solvation dynamics 

in one minor groove while water controls the dynamics in other minor groove created by 

similar AnTn-rich sequence? This immediately prompted to check the differences of local 

structural fluctuations and dynamics of DNA minor groove widths as well as the 

differences in water distributions around Hoechst bound to —AAATTTG— and —

AATTC—. The simulations show Hoechst remains bound to both minor grooves at similar 

place near AnTn sequence spanning from 6th adenine to 9th thymine in —AAATTTG— and 

from 6th adenine to 9th cytosine in —AATTC— over the entire 200 ns simulation run (Figure  
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4.13). This suggests that the differences 

in static and dynamic solvation 

properties do not arise from the 

differences of binding positions of 

Hoechst in the two DNA systems as 

the sites are similar (the AnTn region). 

Thus, the possibility of such difference 

may arise from the local DNA 

structural dynamics that in turn can 

perturb the nearby water molecules so 

as to dictate the relative contributions 

of motions of water and DNA to the 

total dynamics. The fluctuations of 

minor groove widths near the Hoechst 

binding were calculated in terms of the 

distance fluctuations of three 

phosphorus atoms in the backbones of 

opposite strands near the Hoechst 

binding site. The distance fluctuations 

of P7-P18, P8-P17 and P7-P16 were 

calculated over the entire 200 ns for all 

3 trajectories in both Hoechst/DNA 

systems and averaged over all three 

trajectories (see Figure 4.13 for 

positions of the phosphorus atoms 

chosen). Figure 4.14A shows the 

relative distributions of the distance 

fluctuations between P7-P18, P8-P17 

and P7-P16 in DNA with –AAATTG– 

and –AATTC–. It can be seen that the 

distance fluctuations for all three pairs 

of phosphorus are broader in case of –

AAATTTG– compared to those of –

AATTC–. This suggests that internal 

structural fluctuations of the minor 

groove widths created by –

AAATTTG– are larger which can 

possibly perturb the local hydration 

dynamics in this minor groove larger 

than that in –AATTC–. More so, these 

 

Figure 4.13: Cartoon showing binding sites of Hoechst 
in the two minor grooves created by –AAATTTG– (A) 
and –AATTC– (B) Hoechst binds to AnTn region of 
minor groove spanning from 6th adenine to 9th thymine 
(in –AAATTTG–) and 6th adenine to 9th cytosine (in –
AATTC–). Minor groove width fluctuations over 200 ns 
simulation were calculated in terms of distance 
fluctuations between phosphorus atoms of P7-P18, P8-
P17 and P9-P16 as shown in the cartoons. 

 

Figure 4.14: (A) Distributions of distance fluctuations of 
P7-P18, P8-P17 and P9-P16 over 200 ns in case of —
AAATTTG— (solid lines) and —AATTC— (dashed 
lines). See also Figure 4.13 for chosen phosphorus atom 
positions near the minor groove. (B) Auto-correlation 
functions of the P-P distance fluctuations in —
AAATTTG— (solid lines) and —ATTC— (dashed 
lines). The distributions are comparatively broader and 
auto-correlation functions are slower in case of —
AAATTTG— relative to that in —AATTC—.     
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larger groove width fluctuations can 

indeed produce larger fluctuations in 

the electrostatic interaction energy of 

DNA-parts with probe-ligand, leading 

to dominance of DNA local motion in 

the overall solvation  response of 

Hoechst in case of –AAATTTG– 

compared to that in –AATTC–. This 

relative difference in the groove-width 

fluctuations between the two DNA 

systems may be sufficient enough to 

induce the local hydration dynamics in 

the two minor grooves. In fact, it is 

observed that the correlations of these 

groove-width fluctuations over 200 ns 

are slower in case of –AAATTTG– 

compared to those of –AATTC– (see 

Figure 4.14B). Thus, it seems that the 

relative changes in solvation dynamics 

as well as relative contributions of 

water and DNA to the total dynamics 

observed in the two Hoechst/DNA 

systems can be directly linked to the 

local structural dynamics of the minor 

grooves of DNA created by different 

lengths of AnTn repeats. 

The above observation may 

immediately lead to a conclusion that 

there may be different distributions of 

water molecules around the probe-

Hoechst in the two minor grooves created by –AAATTTG– and –AATTC–. Surprisingly, it 

is observed that the distributions of number of water molecules in the 1st solvation shell 

(within 4 Å from any Hoechst-atom), 2nd shell (within 4 -8 Å from any Hoechst-atom) and 

3rd shell (within 8-12 Å from any Hoechst-atom) remain very similar over the entire 200 ns 

simulation in the minor grooves of both DNA systems, except a little higher number in the 

3rd shell in case of –AATTC– (Figure 4.15). However, it is well known that the 1st and 2nd 

shell water molecules contribute the most to the electrostatic interaction energy at the 

probe-site. All these above observations point to the possibility that it is not the number of 

water molecules near minor groove, but their dispersed motions - perturbed by local DNA 

fluctuations – define the static and dynamic solvation properties in the minor grooves of 

 

Figure 4.15: Distributions of number of water 
molecules, calculated over entire 200 ns, those come 
within the 1st solvation shell (A), 2nd solvation shell (B) 
and 3rd solvation shell (C) around the probe-Hoechst 
bound inside the minor grooves created by –
AAATTTG– (green) and –AATTC– (red). Distributions 
are similar in both minor grooves, except somewhat 
larger number is observed in 3rd shell near –AATTC–.      
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DNA. This immediately leads to more questions that whether the motional characteristics 

of these water molecules such as distributions of water residence time, diffusion, etc. in the 

minor grooves of two DNA systems are different or not. Such calculations can surely be 

performed on these trajectories; however, due to time limitations, these calculations could 

not be performed. Further studies toward this end are undergoing which may be able to 

unfold more information on the structure and dynamics of water and DNA in these 

ligand/DNA systems. Nevertheless, this chapter clearly showed that nature of hydration 

dynamics as well as overall solvation response in the minor grooves of DNA can be 

significantly modulated by the minor groove AnTn sequence and widths.            

 

4.4. Conclusion 

This chapter presented very extensive TRFSS and MD simulation results on two different 

Hoechst/DNA systems to clearly understand the minor groove solvation in DNA. The 

Hoechst/DNA systems chosen here are same as those explored earlier partly by Zewail et 

al.18 and Pal et al.21 using TRFSS experiments and by Furse and Corcelli35,36 using MD 

simulation. However, those studies were rather scattered and they, together with other 

studies, raised several debated questions regarding the explanation of DNA solvation 

dynamics. Thus, choice of the present Hoechst/DNA systems was rather intentional, 

because it was required to study, observe and explain the DNA solvation in a more 

comprehensive manner, which this chapter did. The main conclusions that originate from 

the above results are: 

 

I. Solvation dynamics in DNA mainly follow power-law relaxation (of exponent 

~0.15-0.16) over broad time-range that extends over decades. In fact, results 

presented in following chapters 5-8 will also show that this dynamical feature is 

inherent in DNA. 

II. The TRFSS dynamics in DNA probed by base-stacked Coumarin (opposite an 

abasic-site) in DNA of generic sequence and that probed by minor groove-bound 

Hoechst in DNA of central sequence –AAATTTG– show very similar dynamics 

over broad time-range. This suggests that the earlier proposal of the effects intra- 

and extra-helical conformational changes of abasic-sugar on local solvation 

dynamics, based on simulation data, may not be valid – possibly because in actual 

ensemble-level TRFSS experiments the effect of these structural changes may get 

averaged out to have minimal or no effect on the overall solvation dynamics, or at 

least TRFSS experiments are not sensitive enough to capture such specific dynamics 

of abastic-site inside DNA. 

III. DNA minor groove solvation is a complex process that heavily depends on the 

local AnTn stretch and groove-fluctuations, which ultimately define the slow 

dispersed hydration dynamics around a probe-ligand. 
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IV. Long MD simulations can certainly capture the essential features of TRFSS 

experimental results to a large extent, particularly the dispersed power-law type 

solvation dynamics in DNA and minor groove sequence dependence on dynamics; 

although, it has been seen that the direct matching of simulated solvation 

correlation function to the experimental one was rather inferior in case of DNA 

with central –AATTC– sequence. 

V. MD simulation results showed that dispersed (power-law) relaxations in DNA may 

have different origins, but it is either the slow water or DNA motions that control 

the dispersed solvation dynamics in the minor grooves of DNA when probed by 

groove-bound Hoechst. 

VI. Results showed there are very slow and dispersed (perturbed) water molecules 

in/near the minor grooves of DNA which can also contribute nearly independently 

to the total solvation dynamics in DNA, but only when the local DNA 

fluctuations/motions are less turbulent in the vicinity of the probe-site.                   
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Chapter 5 

Effect of TT-Mismatch on Solvation Dynamics in the 
Minor Groove of DNA 

 

 

The preceding chapter discussed the results of solvation dynamics in the minor groove of 

Watson-Crick duplex-DNA, created by two different AnTn rich sequences. The power-law 

solvation dynamics probed by groove-bound Hoechst were shown to be different in the 

DNA with two central AnTn sequences. Direct comparison of TRFSS experiment to MD 

simulations provided the intricate details of the dynamics in the two DNA systems, 

showing that it is either the local DNA or the water motions that control the dispersed 

solvation dynamics in the minor groove of DNA created by two different AnTn sequences. 

In this chapter, TRFSS results of two popular minor groove binders, Hoechst and DAPI, are 

reported which show that these grove-binders can sense the effect of local DNA damage (a 

TT mismatch base-pair) introduced in the minor groove of DNA near the ligand binding 

site. The results presented here will clearly show that TRFSS experiments are sensitive 

enough to capture the effect of local distortions of a mismatch base-pair to the local 

collective solvation dynamics in the minor groove of DNA. 

 

5.1. Introduction 

Base mismatch in DNA is a type of DNA damage (or defect) in which two non-

complementary bases are paired within the stacks of normal Watson-Crick base-pairs of 

duplex DNA.1 Such mismatches are associated with 10-30% of spontaneous cancer in 

various tissues and in some of hereditary cancers like colorectal one.2,3 DNA mismatches 

can arise from incorrect incorporation of bases during heteroduplex formation through 

recombination,4 DNA replication,5 as well as from harsh effect of mutagenic chemicals, 

radiation and spontaneous deamination.6 

DNA mismatches are unwanted for genomic stability, which get quickly corrected by 

mismatch repair enzymes post replication.6,7 MutS in E. coli (and homologous MutS 

proteins in humans) plays vital role in the first step of such DNA mismatch recognition, 

followed by repair of the mismatch involving other proteins.5-8 DNA mismatches can form 

in purine-purine and pyrimidine-pyrimidine (transversion) as well as in purine-pyrimidine 

(transduction) base combinations. Several earlier studies showed that these mismatches 

induce local structural changes in DNA double helix which are different for different types 

of mismatches,9-12 although such local changes are found to depend on neighbouring 

canonical base-pair sequence in the DNA.11,13,14 Extensive exploration toward this end has 

happened over past decades, using both experiments and computer simulation, to 
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understand how local structural changes at/near mismatch sites provide the cue to repair 

enzymes for mismatch recognition.9-19 In fact, it has been shown that purine-pyrimidine 

(GT) mismatches are better repaired compared to only purine-purine or pyrimidine-

pyrimidine ones by the repair proteins.18 Higher repair efficiencies of purine-purine 

mismatches compared to pyrimidine-pyrimidine ones are also reported.10,11 Recent 

simulation study, however, indicated that it is rather difficult to find a simple correlation 

between only structural changes of mismatch sites and the differential efficiencies of 

mismatch recognition by repair enzymes.16 

Actually, most of the previous studies focused on measuring the local structural 

changes of mismatched bases per se – so as to find the clue for differential mismatch repair 

efficiency of repair enzymes, but did not focus much on the effect of such structural 

changes in the surrounding water and ion environment and their collective dynamics, 

which are also believed to be important for the mismatch recognition by repair enzymes. 

This chapter focuses on such local collective dynamics of water, DNA and ions from ~100 

fs to 10 ns, measured near a mismatch site in the AT-rich minor groove of DNA using two 

groove binders, and compare the same with the dynamics measured in the minor groove of 

normal-DNA. The results presented here show that a single TT mismatch base-pair inside 

DNA drastically induces the collective dynamics near the mismatch site, compared to that 

in normal-DNA. Such changes in dynamics, introduced by the base-mismatch in the minor 

groove of DNA, may have vital importance in the mismatch recognition by enzymes and in 

subsequent repair mechanism, because repair enzymes (MutS in E. coli. and MSH6 in 

humans) are found to bind through intercalation of phenylalanine and hydrogen bonding 

of glutamate residues from the minor groove side.20,21 

X-ray crystallography22,23 and NMR spectroscopy9,11,24,25 have been widely used to 

characterize the structural/dynamical changes of different mismatches in duplex DNA. 

Brown et al. reported the first X-ray crystal structure of duplex DNA containing GT 

mismatch, indicating the importance of GT wobble motion for the mismatch recognition 

by enzymes.22 Subsequently, several other X-ray and NMR studies reported the 

structural/dynamical aspects of other mismatches and their effects on overall DNA 

structures.9,11,22-25 All these studies found minimal effect of mismatch on the global 

conformation of DNA double helix. Interestingly, however, NMR studies found that 

different mismatches have different base-pair lifetimes – with GG, AA and CC having 

longer lifetimes than TT mismatch.9   

Time-resolved fluorescence anisotropy decay of 2-aminopurine (2-AP: an adenine 

analog), opposite different mismatched bases and base-pairs, has been utilized to follow 

the structural dynamics of mismatched bases/base-pairs.26,27 While the overall rotational 

dynamics of whole DNA, probed by 2-AP, was found to be insensitive to mismatch type, 

the fast internal local rotational motions of 2-AP opposite/near mismatch sites were found 

to vary depending on the mismatch type – indicating that the alteration of this motional 

dynamics may be used as signal by repair enzymes for the differential mismatch 
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recognition.26,27 Recent fluorescence correlation spectroscopy (FCS) study also showed that 

a single mismatched base can spontaneously flip out of DNA double helix with long extra-

helical lifetime.15 However, all these studies focused on local structural/dynamical changes 

of mismatched bases per se. 

Much of the understanding of structure and dynamics of DNA mismatches can be 

obtained from molecular dynamics (MD) simulation studies, although only few are 

reported in literature. MD simulation results have been compared for normal and 

mismatched-base containing DNA to discern the local structural dynamics of mismatched 

bases and their effect on helical parameters of DNA such as rise, twist, roll, tilt and base-

pair opening – all of which showed differences in mismatched-DNA compared to those in 

normal-DNA.16,18 Simulation on DNA containing TT mismatch found that TT wobbling is 

dependent on the nearest neighbour canonical sequence, and there exists three-centred H-

bonds at the mismatch site.19 More recent simulation, together with free-energy profiling of 

DNA-bending using umbrella sampling, found that DNA containing purine-pyrimidine 

mismatches are least destabilizing, followed by intermediately destabilizing DNA with 

purine-purine, and most destabilizing with pyrimidine-pyrimidine mismatches.10 The ease 

of bending in such DNA was found partially correlate to the binding affinity of MutS.14 

Simulation with selective integrated tempering sampling (SITS) found that flipping of 

single mismatched base has much lower free energy cost than simultaneous flipping of 

both bases.17 Nonetheless, these simulations were rather short and mainly focused on the 

structural dynamics of mismatched base-pairs in DNA. 

Recently, Rossetti et al. reported very long simulation and through analysis of 

trajectories of DNA containing all possible mismatches, together with NMR studies, to 

conclude that it is rather hard to find a simple correlation between only structural 

dynamics of mismatched base-pairs and efficiencies of mismatch recognition by repair 

enzymes, except for some general correlation between overall breathing/structural changes 

in DNA and the relative mismatch recognition by MutS.16 However, most importantly, this 

study showed that the mismatched bases induce significant alteration in the surrounding 

ion environment, and (possibly) hydration structure, near the mismatch sites.16 This study 

also indicated that the transfer of signal to the repair enzymes possibly occur through-

space involving surrounding water and ions in the groove.16 This is because, changes in 

water and ion environment are intimately connected to the local conformational changes in 

DNA. In fact, the hypothesis that – variation in local DNA motion, coupled to surrounding 

water and ion dynamics, near mismatch sites may be more important than the structural 

changes of mismatched bases per se for mismatch recognition – is rational because there 

remains strong electrostatic coupling among negatively charged DNA and the surrounding 

positively charged counterions and dipolar water. 

The hypothesis that mismatched base-pair affects the local dynamics in DNA is tested 

in this chapter, which looks at the changes in the collective dynamics of DNA, water and 

Na+ counterions near a TT mismatch site in the AT-rich minor groove of DNA. The 
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collective solvation dynamics is measured by monitoring time-resolved fluorescence Stokes 

shifts (TRFSS) of two popular minor groove binders, Hoechst 33258 and DAPI, and 

compared the same with the dynamics measured in the minor groove of normal DNA over 

five decades of time from 100 fs to 10 ns. Monitoring the Hoechst and DAPI (ligands) 

fluorescence and their time evaluation, results show that fluorescence properties of the 

ligands are affected significantly in the minor groove containing TT mismatch, as 

compared to minor groove of normal-DNA. More importantly, it is found that the nature of 

dynamic Stokes shifts of Hoechst and DAPI are somewhat different in the minor groove of 

normal-DNA; however, introduction of TT mismatch in the minor groove gives rise to 

very similar Stokes shift dynamics, as probed by both minor groove binders, which follow 

a single power-law relaxation (with exponent ~0.23-0.24) over five decades of time from 

~100 fs to 10 ns. Fluorescence anisotropy decays of the ligands bound to mismatched- and 

normal-DNA are found to be nearly identical for both ligands, which originate from overall 

rotational motion of the DNA/ligand complexes. This suggests that Stokes shift dynamics 

and their changes in mismatched-DNA, compared to normal-DNA, originate purely from 

relaxation of electrostatic interaction energy of the ligands with surrounding 

charged/dipolar molecules, and not from any internal local rotational motion of the probe-

ligands. These results are significant because the very similar Stokes shift dynamics probed 

by both minor groove binders in TT mismatch containing DNA (TTDNA), despite their 

differences in normal-DNA, may actually indicate that incorporation of single base-

mismatch induces unique coupled dynamics, for a given flanking canonical base-sequence, 

in the minor groove of DNA. Such collective dynamics in the minor groove may have 

important role in the mismatch recognition of repair enzymes and subsequent repair 

mechanism, because repair enzymes bind to the mismatched-site from the minor groove 

side.20,21 

 

5.2. Materials and Methods 

DNA minor groove binders, DAPI (4',6-diamidino-2-phenylindole, dilactate) and Hoechst 

33258 (2′-(4-hydroxyphenyl)-5-(4-methyl-1-piperazinyl)-2,5′-bi(1H-benzimidazole) 

trihydrochloride hydrate) were purchased from Sigma-Aldrich, and were used without 

further purification (Figure 5.1A). Self-complementary normal (14-mer) DNA and 

TTDNA (13-mer) oligonucleotides of sequences 5'-CGCGCAATTGCGCG-3' and 5'-

CGCGCATTGCGCG-3', respectively, were from Integrated DNA Technologies. Solvents 

were from Spectrochem (UV-grade) and Merck (HPLC-grade). B-form DNA duplexes were 

prepared by re-suspending single-stranded oligonucleotides in buffer of 100 mM sodium 

phosphate with 50 mM NaCl of pH 7, and annealing them from 95°C to room temperature 

(25°C) over ~5 hours. Formation of double-stranded B-DNA was confirmed by circular 

dichroism (CD) spectra measured using a CD spectrometer. All samples were prepared in 

HPLC grade water (Merck). All experiments were performed with concentration ratios of 
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[Ligand]/[DNA] of 1:5 for normal-

DNA and 1:25 for TTDNA where 

Hoechst and DAPI fluorescence reach 

saturation, such that nearly all ligands 

remain bound to the DNA (see Figure 

5.2A). Fluorescence decays were 

measured at magic angle using TCSPC 

and UPC, and anisotropy decays were 

measured in TCSPC technique (see 

chapter 3 for details). UPC 

measurements were carried out at 

concentrations; [DAPI] or [Hoechst] = 

20 μM and [DNA] = 100 μM for 

normal-DNA, and [DAPI] or [Hoechst] 

= 20 μM and [DNA] = 500 μM for 

TTDNA. TCSPC measurements were 

carried out with samples of 

concentrations, [DAPI] or [Hoechst] = 3 

μM and [DNA] = 15 μM for normal-

DNA, and [DAPI] or [Hoechst] = 3 μM 

and [DNA] = 75 μM for TTDNA. 

 

5.3. Results and Discussion 

5.3.1. CD Spectroscopy: 
Conformation of Normal- and 
TT-DNA 

Right handed B-form structures of 

normal- and TTDNA in absence and 

presence of the minor groove binders 

(Hoechst and DAPI: Figure 5.1A) were 

confirmed from the CD spectra. Figure 

5.1B shows the CD spectra of bare 

normal- and TTDNA (15 mM) having 

characteristic negative peak near ~255 

nm, confirming that both DNA have B-

form structures. The effect of ligand 

binding to the structures of DNA and 

the induced-CD of ligands inside DNA 

 
Figure 5.1: (A) Molecular structures of Hoechst 33258 
and DAPI. (B) Circular dichroism (CD) spectra of 14-
mer normal- and 13-mer TTDNA (15 mM), showing 
characteristic negative peak ~255 nm confirming right 
handed B-form DNA. See figure for legends. (C) CD 
spectra of normal- and TTDNA (15 mM) in presence 
of Hoechst (15 mM). Spectra show clear induced CD of 
Hoechst with peak near 350 nm. (D) CD spectra of 
normal- and TTDNA (15 mM) in presence of DAPI 
(15 mM). Spectrum in normal-DNA show induced CD 
of DAPI with peak near 350 nm, although induced CD 
of DAPI is nearly absent in TTDNA. See text for 
details. 



Chapter 5 

 

124 

 

were also studied. Figure 5.1C shows the CD spectra of Hoechst (15 mM) in normal- and 

TTDNA (15 mM). It can be seen that binding of Hoechst retains the characteristics of right 

handed B-form of DNA. Moreover, Hoechst shows clear induced-CD spectra with peaks 

~350 nm upon binding to the minor grooves of normal- and TTDNA. The lower amount 

of induced-CD signal in TTDNA may be attributed to the slight conformational change 

and/or environmental effect on the excitation probability of ligand in TTDNA, compared 

to those in normalDNA (see chapter 3 for details). Figure 5.1D plots the CD spectra of 

DAPI (15 mM) in normal- and TTDNA (15 mM), which again show that DAPI also 

retains the B-form of normal- and TTDNA. It is however seen that induced-CD signal for 

DAPI in normal DNA is small while that in the TTDNA is negligible. This difference in 

induced CD can arise from conformational or environmental changes, similar as observed 

in case of Hoechst. However, DAPI has been shown to bind to the minor groove of DNA 

containing T.T mismatch with negligible structural changes, compared to that in normal-

DNA.28 Thus, it may be that the effect of environment on excitation probability is more 

pronounced on the induced CD of ligands binding to TTDNA. Overall, it is seen that the 

right handed B-form of normal and TTDNA remains same upon ligand binding. 

 

5.3.2. Steady State Fluorescence Spectra: Effect of TTMismatch 

Hoechst and DAPI are widely used as fluorescent markers (ligands) for biochemical, 

cytochemical and fluorescence imaging studies.29,30 Both Hoechst and DAPI show very low 

fluorescence quantum yield in bulk water, but their quantum yields are enhanced by 

several folds upon binding to DNA minor groove.31,32 These ligands preferentially bind to 

minor grooves having AnTn-rich sequences, which sit iso-helically in the floor of the minor 

groove through strong (bifurcated) hydrogen bonds as well as electrostatic and van der 

Waals interactions with DNA.33,34 In water, the fluorescence quantum yields of Hoechst 

and DAPI are very low (~0.015 - 0.046) which arise from non-radiative processes, possibly 

involving excited-sate proton transfer and/or rotation of flexible bonds between aromatic 

rings.31,32 On binding to minor grooves of DNA the fluorescence signal of these ligands 

increases several fold, which occurs due to suppression of the non-radiative pathways. It 

has been shown that the binding affinity, fluorescence quantum yields of these ligands as 

well as the dynamics probed by such ligands depend on base-sequence near their binding 

site.35-37 However, it is not known how the binding affinity and static/dynamic 

fluorescence properties of these ligands change upon incorporation of a mismatched base-

pair in the minor groove near their binding sites. In this context, two natural questions 

arise: (1) whether the changes in the static and dynamic fluorescence of these ligands are at 

all sensitive to introduction of a base-mismatch near their binding site or not? (2) If so then 

what is the effect of base-mismatch on the local dynamics sensed by these ligands? 

Figure 5.2A shows the titration of ligands’ fluorescence with normal and TTDNA, 

where fluorescence signals of ligands were monitored keeping their concentration constant  
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and varying the DNA amount. It is 

clear from this plot that binding 

affinities of the ligands decrease due to 

introduction of TT mismatch in the 

minor groove of DNA: the 50% signal 

increment occurs at DNA/ligand ratios 

of ~1 and ~2  for  DAPI in normal- and  

TTDNA, respectively, while those 

ratios are ~1 and ~4.6 for Hoechst in 

normal- and TTDNA, respectively. 

Consequently, the saturation of 

ligands’ fluorescence occurs at lower 

and higher DNA concentrations in 

normal- and TTDNA, respectively. 

Thus, DNA/ligand ratios used in the 

final samples for time-resolved 

measurements are different for normal- 

and TTDNA. 

Figure 5.2B compares the 

corrected fluorescence spectra of 

Hoechst and DAPI in normal- and 

TTDNA (at DNA concentrations 

where ligands’ fluorescence saturate) 

and also in buffer. Upon binding to 

minor groove of normalDNA, 

Hoechst and DAPI show significant 

fluorescence signal enhancement of 

~160 and ~40 times, respectively, 

compared to that in buffer. However, 

the increments become ~36 and ~29 

times when Hoechst and DAPI are 

bound to the TTDNA, respectively, 

compared to buffer. The spectral peaks 

of Hoechst in buffer, normalDNA and 

TTDNA are found to be at ~515 nm, ~457 nm and ~480 nm, respectively, while those for 

DAPI are found at ~490 nm, ~463 nm and ~463 nm, respectively (Figure 5.2C). The Hoechst 

and DAPI spectra are blue shifted by ~58 nm and ~27 nm, respectively, when bound to 

normal-DNA, compared to those in buffer. This indicates that interior of minor groove of 

normal-DNA is less polar compared to bulk water. The solvent polarity dependent spectral 

shifts are found to be larger for Hoechst compare to DAPI (Figure 5.3). Importantly, 

 
Figure 5.2: (A) Titration of ligands with normal- and 
TTDNA, in which fluorescence signals of ligands are 
monitored keeping their concentration constant and 
varying the DNA concentration. Ligands show lower 
binding affinity to TTDNA, compared to normal-
DNA. (B) Corrected relative fluorescence spectra of 
Hoechst and DAPI in buffer and bound to minor 
grooves of normal- and TTDNA. Relative changes in 
fluorescence indicate ligands sense different local 
environments in the three systems (buffer, normal- and 
TTDNA). (C) Same spectra normalized to one, 
showing the relative peak shifts. See text for details.   
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however, it is found that upon binding 

to the TTDNA, Hoechst spectrum 

shifts toward longer wavelength by 

~23 nm compared to that in normal-

DNA; although, DAPI spectral peak 

remains same in TTDNA except 

small spectral broadening, compared to 

that in normal-DNA. Comparison of 

the fluorescence spectra of Hoechst and 

DAPI in DNA and in common solvents 

shows that introduction of TT 

mismatch induces relatively more 

polar environment around the ligands 

inside TTDNA, compared to normal-

DNA, which more-or-less lies in-

between the polarity of ethanol and 

acetonitrile (see Figure 5.3). This occurs 

possibly because of change in 

hydration level in the TTDNA due to 

wobbling of TT base-pair which may 

allow water penetration near the ligand 

binding site. The decrease in ligands’ 

fluorescence signals in TTDNA, 

compared to normal one, also refers to 

a similar effect of local polarity change. 

Thus, the steady state fluorescence 

spectra clearly show that introduction 

of a single mismatched base-pair near 

the binding site of minor groove 

binders significantly alters the static 

fluorescent properties of the ligands. Hence, minor groove binders are good reporters for 

mismatch recognition, at least for the TT mismatch studied here. In fact, the next chapter 

will show that ligand fluorescence depends significantly on other mismatches introduced 

in the minor groove of DNA as well.   

 

5.3.3. Fluorescence Decays: Effect of TTMismatch 

The time-resolved fluorescence data of ligands in normal- and TTDNA are now 

compared to see the effect of mismatch on fluorescence decays of the minor groove binders. 

Actually, to monitor the effect of TT mismatch on collective (solvation) dynamics over 

 

Figure 5.3: Solvent (polarity) dependent spectral shifts 
of (A) Hoechst and (B) DAPI. Spectra of Hoechst (A) 
and DAPI (B) in normal- and TTDNA are also 
included for comparison. It is seen Hoechst senses local 
environment in normal-DNA that is similar to 
tetrahydrofuran (THF) while that in TTDNA is in-
between ethanol and acetonitrile (ACN), with a bit more 
toward ethanol (A). DAPI senses environment in normal 
and TTDNA which is similar to that in-between 
ethanol and acetonitrile (ACN), with a bit more like 
ACN (B); the spectrum in TTDNA also gets 
broadened due to local environmental change. The 
solvent dependent spectral shifts are found to be larger 
for Hoechst than DAPI. 
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broad time range, we measured wavelength dependent fluorescence decays of Hoechst and 

DAPI in the minor grooves of normal- and TTDNA using UPC and TCSPC techniques. 

Total 2022 fluorescence decays were measured in UPC and TCSPC for each DNA/ligand 

sample. The raw decays follow characteristic features of solvation dynamics, showing fast-

decay at shorter wavelengths, fast-rise (or decay) followed by slow decay near peak 

wavelengths, and slow-rise followed by slow-decay at longer wavelengths. These decays 

were fitted using sum of 3-4 exponentials, and the fitted parameters were used in the re-

construction of TRES following procedures reported earlier (see chapter 3 for details). 

 

Figure 5.4: Fluorescence decays of Hoechst and DAPI bound to minor groove of normal- and TTDNA, 
measured in TCSPC at blue-side (395 nm), near peak (440 nm) and red-side (600 nm) of the fluorescence 
spectra. (A) – (C) Decays in short time-range upto 5 ns, and (D) – (F) decays in the full time-range 
plotted in semi-log scale. Lines through raw decays are fits using sum of 3-4 exponentials. Data show 
substantial effect of TT mismatch, compare to normal-DNA. See text for details.   

 
Figure 5.5: Fluorescence decays of Hoechst and DAPI bound to minor groove of normal- and TTDNA, 
measured in UPC at blue-side (395 nm), near peak (440 nm) and red-side (580 nm) of the fluorescence 
spectra. (A) – (C) Decays in short time-range upto 100 ps, and (D) – (F) decays in the longer time-range 
upto 1000 ps. Lines through raw decays are fits using sum of 3-4 exponentials. 
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Figure 5.4 compares the decays of Hoechst and DAPI in normal- and TTDNA at 

shorter, peak and longer wavelengths measured in TCSPC (see Figure 5.6 for other decays). 

Comparison shows distinct effect of TT mismatch on the decay patterns, compared to 

 

Figure 5.6: Wavelength dependent fluorescence decays (with fits) of Hoechst bound to minor grooves of 
(A) normal-DNA and (B) TTDNA and those of DAPI bound to minor groove of (C) normal-DNA and 
(D) TTDNA, collected using UPC (left panel) and TCSPC (right panel). The decays show characteristic 
trend of solvation dynamics, that is, fast decay in blue-side, fast rise/decay followed by slow decay in 
peak region and slow rise followed by slow decay in red region of fluorescence spectra. Total 11 decays, 
out of 20-22 decays, covering entire fluorescence spectra of Hoechst in DAPI in respective DNA-systems 
are plotted here to minimize clumsiness. Fits to the raw data using sum of 3-4 exponential decays are also 
included in the figures (solid lines through raw data).  
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those in normal-DNA. The effect is relatively stronger on Hoechst decays. As can be seen in 

Figure 5.4, for Hoechst, decays at most wavelengths in TTDNA are faster in the short 

time-scales and slower in long times, compared to those in normal-DNA. The effect is 

somewhat smaller in case of DAPI in TTDNA for which at shorter wavelengths the 

decays are similar while they are mostly faster in longer wavelengths. These raw 

fluorescence decays suggest that there could be substantial difference in nanosecond 

solvation dynamics of Hoechst and DAPI in the minor groove of TTDNA compared to 

that in the minor groove of normal-DNA. 

Figure 5.5 compares the raw fluorescence decays in faster time-scales, measured in 

UPC setup (see Figure 5.6 for other decays). A similar effect of TT mismatch on the 

femtosecond decay patterns is also observed on the Hoechst and DAPI decays. Again, a 

larger effect of mismatch on Hoechst decays is observed compared to DAPI decays in this 

time-range. Nevertheless, the quantitative effect of mismatch on the solvation dynamics is 

captured in the dynamic Stokes shifts (i.e., average frequency shifts) of the ligands as 

discussed below. 

 

5.3.4. Comparison of Ligands’ Dynamics in NormalDNA 

It was not known whether the solvation dynamics from femtoseconds to nanoseconds in 

the minor groove of normal-DNA, probed by two most popular minor groove binders 

Hoechst and DAPI, are similar or not, particularly in the minor groove created by the 

central –AATTG– sequence which is used in this study. This test is important because 

dynamics probed by minor groove binder (DAPI) was earlier shown to depend on the 

base-sequence near the binding site.37 It is seen here that the Stokes shift dynamics from 

~100 fs to 10 ns, probed by Hoechst and DAPI, in the minor groove of normal-DNA are 

somewhat different, especially in the longer times, although power-law relaxation (of 

exponent ~0.15) in the initial time-decades remains similar for both probes. Previously, 

Stokes shift dynamics of Hoechst in minor groove of duplex DNA was reported by Zewail 

and co-workers, measured by UPC, showing bi-exponential relaxation till 100 ps.39 

Furthermore, Pal and co-workers reported nanosecond solvation dynamics of Hoechst (and 

DAPI) in minor groove of DNA, measured using TCSPC, again showing bi-exponential 

decay till ~5 ns.40 However, Furse and Corcelli simulated the dynamics of Hoechst in minor 

groove of DNA, same system as Zewail and co-workers,39 and reported dispersed solvation 

correlation function till ~7 ns which show nearly linear dependence with time in log-log 

plot (like power-law).47 On the other hand, Sen and co-workers reported the experimental 

Stokes shift dynamics of DAPI inside minor groove of normal-DNA (of central –AATTG– 

sequence) from ~100 fs to 10 ns and showed that the dynamics follow a power-law (of 

exponent ~0.15) till ~100 ps, but beyond this time the dynamics converge rapidly to 

equilibrium near 10 ns following bi-exponential relaxation.43,44 
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Figure 5.7 plots the TRES (along 

with time-zero spectra) of Hoechst and 

DAPI in normal- and TTDNA 

constructed using methods described 

in chapter 3. Figure 5.8A compares the 

‘absolute’ dynamic Stokes shifts of 

Hoechst in the minor groove of 

normal-DNA over five decades in time 

from ~100 fs to 10 ns (measured here) 

with the dynamics probed by DAPI in 

the DNA of same sequence reported 

earlier by Sen and co-workers.55,56 

Previously, Sen et al. showed that DAPI 

dynamics in normal-DNA can be 

modelled with a power-law (of 

exponent ~0.15), multiplied with bi-

exponential decay function.43 Here, the 

Hoechst absolute dynamic Stokes shifts 

data in normal-DNA could be 

modelled using a single power-law 

(equation 5.1) over a broad time-range. 

 

    ܵሺݐሻ ൌ ܵஶ ቂ1 െ ቀ1 ൅
௧

௧బ
ቁ
ି௡
ቃ      (5.1) 

 

Fit extracts power-law exponent of 

~0.15 (see Table 5.1 for comparison of 

fitted parameters). One should note 

here that the extracted S value from fit 

using equation 5.1 is higher than the 

Stokes shift measured at highest time-

point of the window (10 ns). This fit 

indicates that the power-law dynamics 

continue beyond the longest measured 

time-window (i.e., 10 ns), although we 

see faster relaxation beyond ~7 ns. 

Figure 5.8B plots the solvation 

correlation functions, C(t), calculated 

from the absolute Stokes shift data in 

Figure 5.8A taking S = S(10 ns) as; C(t)  

 

Figure 5.7: Time-resolved emission spectra (TRES) of 
Hoechst bound to minor grooves of (A) normal-DNA 
and (B) TTDNA, and of DAPI bound to minor 
grooves of (C) normal-DNA and (D) TTDNA, 
constructed from fluorescence decays measured in UPC 
(circles) and TCSPC (stars). Matching of TRES from 
UPC and TCSPC at common time-point (100 ps) are 
also shown in figures. Colored dashed and solid lines 
denote log-normal fits to the TRES data. Red solid-line 
spectra are time-zero glass-spectra of the respective 
samples measured in dry-ice/acetone mixture at 78 C 
(see main manuscript for details).  
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= (S(10 ns)  S(t))/S(10 ns)). This 

estimation of C(t), however, does not 

allow the time-correlation function to 

continue beyond the longest TRES (at 

10 ns) and forces the power-law 

relaxation converge to zero at 10 ns. 

Otherwise, one can also construct C(t) 

using the fitted  S  value  as; C(t) = (S 

 S(t))/S), to  allow the power-law 

dynamics continue beyond the 

measured time-window (Figure 5.8C). 

Nevertheless, guessing the exact S for 

calculating solvation correlation 

function in a complex system like DNA 

is rather hard, and has been a subject of 

discussion in previous studies.37,48 It is, 

thus, difficult to suggest which method 

is right and which is wrong, because 

Stokes shifts may converge at different 

values of S (and at different times) for 

different DNA systems. However, 

comparing the features of experimental 

Stokes shifts (measured here) and the 

simulated solvation correlation 

function of Hoechst in minor groove 

reported by Furse and Corcelli,47 we 

conclude that S = S(10 ns) may be a 

better choice because simulated C(t) in 

this DNA/ligand system shows 

convergence within this time-range. 

Nevertheless, it can be seen in Figure 

5.8 that the dynamics probed by 

Hoechst and DAPI in the minor groove 

of normal-DNA show similar power-law behaviour till ~50 ps, but beyond this time DAPI 

dynamics converge rapidly to equilibrium near 10 ns. However, Hoechst dynamics 

continue the same power-law relaxation till ~7 ns, beyond which there is also some 

deviation with apparent faster dynamics. In fact, the feature of experimentally measured 

dispersed Stokes shift dynamics (and C(t)) of Hoechst in the minor groove of normal-DNA 

is found to be similar to the simulated dynamics of Hoechst in minor groove reported by 

Furse and Corcelli.47 However, comparison of experimental and simulation data for DAPI 

 
Figure 5.8: (A) Comparison of ‘absolute’ Stokes shifts 
of Hoechst and DAPI in the minor groove of normal-
DNA39,55,56 measured over five decades of time from 
100 fs to 10 ns. (B) Comparison of solvation correlation 
function, C(t) of Hoechst and DAPI in normal-DNA, 
constructed from Stokes shift data in (A) as, C(t) = 
(S(10 ns)  S(t))/S(10 ns) and (C) as C(t) = (S  
S(t))/S using fitted S. Plots include fits to the data 
using either a single power-law or power-law multiplied 
with sum-of-two exponentials. The correlation 
functions, C(t), calculated using S

 extracted from the 
fits to data in (A), are included in the SI (Figure S4). 
See text for details. 



Chapter 5 

 

132 

 

could not be made because of non-availability of simulation data in this system. These 

experimental and simulation data confirm that the dynamics probed by Hoechst in the 

minor groove of normal-DNA indeed show dispersed (power-law) relaxation over broad 

time-range, and not multi-exponential relaxations as perceived earlier.49,52 Thus, very long 

measurement time-window (both in experiment and simulation) is essential for capturing 

full dynamics in DNA. Comparison of dynamics data in Figure 5.8 clearly suggests that 

solvation dynamics in DNA minor groove is a complex process which depends on the 

probe structure, at least for the DNA sequence used here. Speculating the possible origin of 

such deviations in the dynamics probed by Hoechst and DAPI in normal-DNA is difficult, 

except that it is believed the relative contributions from motions of water, counterions and 

DNA-parts may contribute differently to the collective dynamics probed by Hoechst and 

DAPI in the same minor groove of normal-DNA. This needs further exploration with 

extensive MD simulations, similar as performed earlier.45,48-50 

 

5.3.5. Comparison of Ligands’ Dynamics in Minor Groove of TT-DNA 

One natural question immediately arises; what happens to the dynamics when a mismatch 

is introduced near the binding site of the minor groove binders? It has been seen above that 

introduction of a TT mismatch in the minor groove substantially changes the fluorescence 

properties of the ligands, although to different extents in the relative quantum yields and 

peak shifts of Hoechst and DAPI spectra as well as their fluorescence decays. This may 

indicate that dynamics probed by these ligands may also be different in TTDNA. To the 

surprise, it is however seen that both ligands in the minor groove of TTDNA sense 

similar solvation response. 

Figure 5.9A compares the absolute Stokes shifts of Hoechst and DAPI in the minor 

groove of TTDNA. Both data could be nicely fitted with a single power-law (equation 5.1) 

over nearly the entire measurement time-range. We see that total observable absolute 

Stokes shift of Hoechst is larger (2997 cm-1) compared to that of DAPI (2361 cm-1) in the 

Table 5.1: Parameters obtained from fits of absolute Stokes shifts using power-law and power-law multiplied to 
bi-exponential relaxation.  

System S (cm-1) t0 (ps) Power-law 
exponent (n) 

a1 1 (ps) a2 2 (ns) 

DAPI/ 

NormalDNA 

2140 0.09 0.15 0.76 460 0.05 6.0 

Hoechst/ 

NormalDNA 

2111 0.05 0.15     

DAPI/ 
TTDNA 

2361 0.18 0.23     

Hoechst/ 
TTDNA 

2997 0.09 0.24     

Data taken from ref. 39. 
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TTDNA (Table 5.1). This is in line 

with the fact that environment 

dependent spectral shifts of Hoechst 

are larger than that of DAPI (see Figure 

5.3). The fits to Hoechst and DAPI data 

using equation 5.1 extract similar 

power-law exponent of ~0.23 (for 

DAPI) - 0.24 (for Hoechst) (see Table 1). 

Figure 5.9B constructs the solvation 

correlation functions, C(t), from the 

absolute Stokes shift data as; C(t) = 

(S(10 ns)  S(t))/S(10 ns) in TTDNA. 

C(t) using the fitted S (Table 1) are 

also calculated, which allows the 

power-law to continue beyond the 

measured time-window and plotted in 

Figure 5.9C. The solvation dynamics 

probed by both ligands in the minor 

groove of TTDNA show very similar 

power-law relaxation with exponent 

~0.23-0.24 over nearly the entire five 

decades. This result is significantly 

important because it shows that 

introduction of a TT mismatch in the 

minor groove induces similar collective 

(power-law) dynamics around the 

mismatch site, for a given canonical 

base sequence flanking the mismatch, 

which is probed by both minor groove 

binders, despite the fact that these 

ligands sense different dynamics in the 

minor groove of normal-DNA. The 

similar power-law dynamics, but not distinct time-scale(s), induced by TT mismatch 

suggests that the overall collective dynamics remains dispersed around the mismatch site, 

despite that TT base-pair was shown to have distinct lifetime in previous NMR study.9 

 

 

 
Figure 5.9: (A) Comparison of ‘absolute’ Stokes shifts 
of Hoechst and DAPI in the minor groove of TTDNA 
measured over five decades of time from 100 fs to 10 
ns. (B) Comparison of solvation correlation function, 
C(t) of Hoechst and DAPI in TTDNA, constructed 
from Stokes shift data as, C(t) = (S(10 ns)  S(t))/S(10 
ns) and (C) as C(t) = (S  S(t))/S using fitted S. Plots 
include fits to the data using a single power-law 
relaxation. The correlation functions, C(t), calculated 
using S

 extracted from the fits to data in (A). Both 
ligands show very similar power-law dynamics (of 
exponent 0.23-0.24) in TTDNA over the entire time-
range. See text for details. 
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5.3.6. Fluorescence Anisotropy Decay: No Effect of TTMismatch 

The effect of internal rotational motion of mismatched bases on the motions of probe-

ligands can be characterized by performing time-resolved fluorescence anisotropy 

experiments. Earlier, adenine analog, 2-AP, was used to monitor the internal motions of 

mismatched bases and base-pairs to find their characteristic internal dynamics in DNA.26,27 

An important test is done here too – so as to find whether the internal wobbling motion of 

TT mismatch has any direct role on the slow solvation dynamics through modifying 

probe-ligands’ internal motions or not. This way, one can make sure if the changes in slow 

solvation dynamics in mismatched-DNA, compared to normal-DNA, is a direct 

manifestation of the probes’ rotation/internal motion or not. In fact, it has been shown 

earlier that internal rotational dynamics of protein-segments can have direct correlation to 

the solvation response at different 

probe-sites inside the protein, 

suggesting direct coupling of protein 

segmental motions to solvation 

dynamics.52 To discern such possibility, 

we measured rotational anisotropy 

decays of Hoechst and DAPI in 

normal- and TTDNA. Figure 5.10 

plots four anisotropy decays of the two 

ligands in normal- and TTDNA, 

measured in TCSPC setup. This plot 

shows almost identical anisotropy 

decays of both probes in both normal- 

and TTDNA, suggesting that there is 

no effect of incorporation of TT 

mismatch on the rotational/internal 

dynamics of probe-ligands. The overall 

anisotropy decays could be fitted well 

with a single exponential time-constant of ~3.9 ns which arises from the overall rotational 

tumbling of the ligand/DNA complexes. Thus, the solvation responses of the ligands in 

both normal- and TTDNA arise purely from the relaxation of electrostatic interaction 

energy of the ligands with surrounding charged/dipolar molecules, and that the ligands 

are bound strongly enough to the grooves of normal- and TTDNA to tumble together 

with the whole DNA molecule. In fact, previous NMR study showed that DAPI tightly 

binds to the minor groove of TT containing DNA in a similar fashion as that bound in 

normal-DNA, allowing the mismatched thymines to adopt a wobble base-pair 

conformation.28 However, no such structural information is available for Hoechst bound to 

TTDNA. Nevertheless, the CD spectra suggest that both ligands bind to the normal- and 

 
Figure 5.10: Rotational anisotropy decays of Hoechst 
and DAPI in the minor grooves of normal- and 
TTDNA measured in TCSPC. All anisotropy decays 
could be fitted with a single exponential decay of time-
constant ~3.9 ns, which arises from the overall 
rotational motions of the DNA/ligand complexes. This 
suggests that internal wobbling motion of TT mis-pair 
has no direct effect on the slow solvation dynamics 
through modifying probes’ internal rotational motions. 
See text for details. 
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TTDNA, keeping the right-handed B-conformation of the DNA intact (see Figures 5.1C 

and 5.1D). 

 

5.3.7. Origin of Dispersed Dynamics in TT-DNA 

What is the origin of dispersed power-law dynamics in TTDNA? The exact answer to this 

question requires extensive exploration of these DNA/ligand systems using large-scale 

MD simulation. As shown in previous chapter, MD simulation remains a key methodology 

for quantitative explanation of the experimental Stokes shift dynamics. In fact, much of the 

current understanding about Stokes shift dynamics in DNA came from simulations,45,47-50 

which is clearly shown in previous chapter 4 and also in chapter 7. However, the ability of 

such simulation methods to quantify the experimental results, especially in long times, 

remains challenging. Questions have been raised on the interpretation of complex 

correlated dynamics of constituent molecules in DNA systems.45,47-50 Nevertheless, the 

success of interpreting experimental results through comparison of simulated dynamics to 

TRFSS results in DNA has just begun,45,47-50 including those results discussed in chapter 4 

and chapter 7, which started upgrading our knowledge about the complex solvation 

dynamics in DNA. 

This chapter showed that dynamics of Hoechst in the minor groove of normal-DNA 

can be depicted by a single power-law relaxation – a feature which is found to be similar to 

the previous simulation data of Furse and Corcelli.47 Moreover, decomposition analysis of 

individual component’s contribution to the overall dynamics sensed by Hoechst in normal 

DNA, reported earlier by Furse and Corcelli, was shown to be dominated by DNA motion 

rather than the water and counterion motions, especially in longer times.49 Along this line, 

one possibility could be that the power-law dynamics seen in TTDNA is also originating 

from mainly the local DNA motions, including wobbling of mismatched TT base-pair. 

However, two important observations were made in the steady state fluorescence 

spectra (Figure 5.2) and Stokes shift dynamics (Figures 5.8 and 5.9): (1) Hoechst spectrum is 

significantly red-shifted (by ~23 nm) with lower quantum yield and DAPI spectrum is 

broadened with lower quantum yield in TTDNA, compared to those in normal-DNA. (2) 

Stokes shifts dynamics is faster in TTDNA (power-law exponent of ~0.23-0.24) compared 

to that in normal-DNA (power-law exponent of ~0.15). These observations indicate that the 

local environment sensed by the ligands in TTDNA is more polar compared to normal-

DNA. More so, the overall dispersed dynamics in TTDNA is faster than in normal-DNA. 

The large changes in static and dynamic features of ligands’ fluorescence seem 

difficult to originate from only the structural changes of mismatched bases in the minor 

groove; rather, this may be arising from the collective effects/motions of mismatched base-

pair and electrostatically perturbed surrounding water and counterions. Also, as shown 

above, internal motions of TT mismatch do not induce any extra rotations in probe-ligands 

which can contribute to the slow dynamics. These are the indications that suggest the 
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ligands possibly access more number of water molecules when bound in the minor groove 

of TTDNA, compared to that in normal-DNA. One may argue at this point that 

counterion motion can also control the slow dynamics. In fact, using mode-coupling 

theory, Bagchi suggested that collective ion motions can dictate the power-law solvation 

dynamics in native DNA.51 Moreover, through decomposition of simulated solvation 

correlation function, Sen et al. also showed that counterion dynamics in native DNA can 

contribute moderately to dictate overall dynamics in long times.48 However, binding of 

minor groove binders to DNA displaces ions from the groove, keeping the strongly bound 

water molecules to the groove partially intact.33,34 In fact, Furse and Corcelli showed 

Hoechst dynamics in minor groove of normal-DNA sense nearly zero contribution from 

counterion dynamics.49 Furthermore, through comparison of counterion-dependent 

experimental Stokes shifts dynamics of DAPI in normal-DNA Sen and co-workers showed 

that DAPI does not sense the counterions’ motions when bound inside the minor groove.44 

Recently, it has been also shown through decomposition of simulated solvation correlation 

function that contribution of counterion dynamics remains negligible in the overall 

dynamics probed by DAPI in the groove of G-quadruplex DNA, where mainly water and 

DNA motions dictate the power-law dynamics in longer times.45 In fact, the di-cationic 

DAPI and mono-cationic Hoechst should actually screen the positively charged Na+ 

counterions coming close to the ligands’ binding sites. Hence, one would not expect to 

observe large ion contribution to the total dynamics sensed by Hoechst and DAPI in the 

minor grooves of normal- and TTDNA. In fact, it is likely that the wobbling motion of TT 

mis-pair may actually involve larger number of nearby motional water molecules, 

compared to that by normal matched base-pairs. Thus, it seems plausible that the 

perturbed water motion, coupled to local TT wobbling and motion of nearby DNA parts, 

may be responsible for the dispersed power-law solvation dynamics in TTDNA, as 

sensed by the groove-bound ligands. Nevertheless, the exact origin of the dispersed 

dynamics in TTDNA can only be quantified through extensive MD simulations. 

At this juncture, one valid question still remains – how far the ligand binding to minor 

groove of mismatched-DNA perturbs the local hydration and ion environment? If the 

environment is perturbed then the actual collective dynamics of water, ions and DNA in 

bare mismatched-DNA, sensed by repair enzymes prior to DNA binding, may not be seen 

by probe-ligands bound to the mismatched site. It is true that binding of ligands to minor 

groove displaces most of groove-bound water and ions.39,43,49 Thus, local environment is 

certainly disturbed by the ligand binding to the mismatched site, compared to that in bare 

mismatched-DNA. However, similar may be the situation which remains in the 

DNA/enzyme (MutS and MSH6) complexes where parts of proteins (phenylalanine and 

glutamate) interact with the mismatched base-pair through intercalation and (bifurcated) 

hydrogen-bonding from the minor groove side, with water molecules stabilize a Mg2+ ion 

near the binding site.20,21,53 Previous NMR study found that DAPI tightly binds to the TT 

mismatch in the minor groove of DNA in similar fashion as that in the normal-DNA, 
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allowing the mismatched thymines to adopt wobble base-pair conformation.28 Similar is 

the case may be also for Hoechst in TTDNA, although no structural data is available. 

Thus, the changes in the static and dynamic fluorescent properties of the minor groove 

binders in TTDNA observed here, compared to normal-DNA, are the relative effects that 

the probes sense which arise due to the presence of TT mis-pair in the DNA. Hence, the 

changes in Stokes shift dynamics measured by ligands in TTDNA, compared to normal-

DNA, depict the effect of TT-mismatch that induces dispersed collective dynamics of 

water and DNA-parts (with ion-contribution possibly being negligible), when probed by 

the minor groove binders. 

 

5.3.8. Role of Collective Solvation Dynamics in Signal Transfer to 
Repair Enzymes 

It has been proposed earlier based on MD simulation that signal from the mismatched site 

to the repair enzyme may be transferred through-space, mediated by surrounding 

environment (mainly water and ions).16 Based on present data, it may be proposed that the 

collective dynamics of the local environment (molecules within ~10-15 Å from probe-

site45,48,49) near the mismatch base-pair may be more important than only the structural 

changes of mismatched base-pair for the mismatch recognition by enzymes and subsequent 

repair mechanism. In fact, the strong electrostatic coupling among DNA-parts, water and 

counterions in the groove is unavoidable, which is actually sensed by the repair enzymes at 

physiological condition. Moreover, it is clearly pointed out by Rossetti et al. that specific 

signal from mismatched base-pair is 

very low in strength which is rather 

difficult to separate from the thermal 

noise.16 In fact, several room 

temperature (equilibrium) MD 

simulations in normal native DNA and 

DNA/ligand complexes found strong 

electrostatic coupling among 

constituent molecules which gives rise 

to similar amplitudes of Coulombic 

interaction energy fluctuations of 

water, DNA and counterions at a 

probe-site near/inside DNA.45,47,48,50 

Such long-range Coulombic 

interactions would play the most 

important role, compared to other non-

bond interactions, at the first step of 

the mismatch recognition by repair 

 

Figure 5.11: A representative cartoon showing the 
possible way of communication between mismatched 
site/region in DNA and the repair enzyme through 
recognition of the collective dynamics of water, DNA-
parts and counterions prior to physically binding to the 
DNA. See text for discussion. 
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enzyme when the enzyme comes close to the mismatch site (within the few layers of 

solvation), prior to physically bonding DNA. Thus, the incoming enzyme may sense 

similar strengths of energy fluctuations from the water, counterions and DNA-parts as well 

as their collective dynamics, and the enzyme may not be able to single out the fluctuations 

and dynamics of only the mismatch base-pair, if they are not significantly different from 

those of water and counterions. It is also expected that larger fluctuations of mismatched 

base-pairs would result in stronger perturbation to the nearby water and counterions. Such 

effects on surrounding environment by different types of mismatched base-pairs are likely 

to be different which would then act as cues for the differential mismatch recognition by 

repair enzymes. Thus, the effects of water and counterion dynamics in-and-around the 

mismatch site can not be neglected when explaining the possible mechanism of DNA 

mismatch recognition by enzymes and subsequent mismatch repair. A cartoon showing the 

possible way of communication between the mismatched site/region in DNA and the 

repair enzyme is included in Figure 5.11. 

It is, however, noted that the present TTDNA/ligand systems resemble more to the 

TTDNA/enzyme complex,20,21,53 where perturbation to the minor groove width and local 

dielectric environment are inevitable because binding of ligands to minor groove is 

favoured by the partial displacement of groove-bound water and ions, leading to entropic 

contribution to the binding energy.34,35 Thus the measured dynamics of electrostatic 

interaction energy of minor groove binders may not be reflecting the actual collective 

dynamics of mismatched base-pair and local water and ions in bare mismatched-DNA. 

Nevertheless, as pointed out in previous section, the comparison of data in normal- and 

TTDNA reveals the relative effects of the TT mismatch, where the local hydration 

dynamics and motions of DNA-parts may be controlling the collective dynamics near the 

mismatched site. Thus, the static and dynamic properties studied here may be similar to 

those prevailing in the DNA/enzyme complexes. Covalently attached base-stacked 

fluorescent probes to DNA with long excited state lifetime, together with large-scale MD 

simulations, may be useful for measuring the exact effects of mismatched base/base-pairs 

on the collective solvation dynamics in the grooves of mismatch-DNA, which may 

resemble more to the bare mismatched DNA. 

 

5.4. Conclusion 

This chapter showed that introduction of a TT mismatch inside the minor groove of DNA 

induces dispersed local Stokes shifts dynamics from ~100 fs to 10 ns that follow power-law 

relaxation with exponent ~0.23-0.24, for a given canonical base-pair sequence flanking the 

mismatched base-pair, when probed by two popular minor groove binders, Hoechst and 

DAPI. These ligands however sense somewhat different Stokes shifts dynamics in the 

minor groove of normal-DNA. Comparing the steady-state fluorescence properties, it has 

been shown that introduction of TT mismatch induces a local dielectric environment in 
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mismatched-DNA that is more polar than that in normal-DNA, as sensed by the minor 

groove binders. Anisotropy decays of ligands in normal- and TTDNA confirmed that 

introduction of TT mismatch does not induce any local rotational motions in the probe-

ligands, such that they can contribute to the slow dispersed solvation dynamics in the 

TTDNA. 

 The power-law solvation dynamics seen in TTDNA, for the given flanking canonical 

base-sequence, indicates that the probe-ligands do not sense any particular (exponential) 

dynamics specific to the TT wobbling and/or their motion between intra- and extra-helical 

conformations. Instead, based on static and dynamic data, it seems that local water 

dynamics play important role to define the dispersed collective dynamics without any 

specific time-component. This may be the reason why TT mismatch is not well recognized 

and repaired by the repair enzymes compared to purine-pyrimidine and purine-purine 

mismatches.7,15 It is however possible that different mismatches would induce different 

levels of perturbations to the nearby water and counterions, which may then lead to 

different collective motions of water, DNA and counterions. More so, the canonical base-

sequence flanking the mismatch site is also shown to affect the ability of repair enzymes to 

detect the mismatched base-pairs.54,55 In fact, such an elaborate study using all possible 

mismatches (total 8 mismatches plus normal DNA) in a different canonical base-pair 

sequence flanking the mismatches is discussed in the next chapter 6. It will be shown in 

next chapter that different mismatch base-pairs affect the local collective dynamics 

differently which correlate well to the differential mismatch recognition/repair efficiency 

by the repair proteins. Nevertheless, the present chapter showed that dynamic Stokes shift 

experiment has tremendous capability to unravel the complex dynamical features induced 

by a single mismatched base-pair inside DNA minor groove, which is further explored in 

the next chapter on DNA with all possible mismatches and a different canonical base-

sequence flanking the mismatch sites. 
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Chapter 6 
 

Differential Effects of Mismatched Base-Pairs on 
Solvation Dynamics in Minor Groove of DNA 

 

 

The preceding chapter showed that minor groove binders are good reporters for detecting 

the presence of mismatched base-pairs inside the minor groove of DNA. More so, they 

nicely depict the changes in local solvation dynamics induced by introduction of a 

mismatched base-pair near their binding sites. Thus, chapter 5 proved that minor grooves 

can be used to probe the effect of mismatch on the solvation dynamics in DNA. This 

chapter now elaborates on showing the sensitivity of the fluorescence properties of such 

minor groove binders (viz. DAPI here) in the AT-rich minor groove of DNA having 

different types (possible eight types) of mismatches introduced at the same place in the 

minor groove created by the AT-rich sequence. Data presented in this chapter clearly show 

that DAPI can nicely sense the differential collective solvation dynamics induced by 

different types of mismatches, which correlate well with the relative efficiencies of these 

mismatches recognition and repair by MutS.     

 

6.1. Introduction 

It is well known that different mismatches are recognized and repaired by enzymes with 

varying efficiencies.1-5 This clearly suggests that the different types of mismatches have 

their characteristic properties (both static and dynamic) which may affect their immediate 

local environment also differently.6 As pointed out in last chapter, it is believed that 

because different mismatches have their inherent static and dynamic properties, they will 

perturb their local environment at different levels, which will possibly lead to the 

differential local collective dynamics of water, ions and DNA. This is the focus of current 

chapter which will clearly show that indeed the different types of base-pair mismatches 

induce different local solvation dynamics in minor groove of DNA, for a given 

neighbouring canonical base-sequence flanking the mismatch sites, when probed by the 

minor groove binder, DAPI, in AT-rich minor groove of DNA. More importantly, it is 

observed that the relative changes in solvation dynamics around different mismatched 

base-pairs correlate well to the relative mismatch recognition and repair by enzyme, 

MutS.7-10 The present study shows for the first time that collective solvation dynamics of 

around the mismatch sites, rather than only the local structural changes of mismatched 

base-pairs, are modulated in such ways that they may provide important cues to the repair 

enzymes for their differential mismatch recognition and repair mechanism. 
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Earlier molecular biology experiments, biophysical and biochemical studies showed 

that different DNA mismatches are recognized and repaired with different efficiencies, 

although the efficiencies were found to be also dependent on the neighbouring canonical 

base sequences.7-12 Moreover, several deviations in the relative mismatch repair efficiencies 

were also reported.7-10 In an early study, Radman and co-workers through genetic analysis 

of progeny phases of mismatched-DNA transfected E. coli found that among eight possible 

mismatches, CT, CC and AG are less repaired by the enzymes compared to other types of 

mismatches.7 In similar time, another study by Fritz and co-workers reported that methyl-

directed DNA mismatch-repair in E. coli is strongly dependent on the mismatched 

base/base-pair types – such that there are three classes of efficiencies of repair which can 

be categorized as: high efficiency of repair for TG (or GT), CA and GG, intermediate 

efficiency for AA, and low efficiencies for GA (or AG), CC, CT (or TC) and TT base-

mismatches.8 On the other hand, Brooks and co-workers found that among 12 different 

types of mismatch-containing M13 phase DNA the relative efficiency of mismatch repair 

changes by ~4 fold between the most and least effectively repaired mismatches.9 They 

however found that CA and TC (or CT) mismatches are repaired most compared to 

others, and such repair efficiencies vary with mismatch orientation.9 Through in vitro 

bandshift assay analysis, Fox and co-workers found that the binding affinity of MutS to 

different base-pair mismatches changes from high to low as: GT > GG > AA  TT  TC > 

CA > GA > CC; however, such affinities are also affected by the neighbouring canonical 

base-pairs sequence.10 A general conclusion can be made from most of these studies that 

purine-pyrimidine mismatches are most efficiently recognized and repaired by enzymes 

(with highest efficiency for GT), followed by the purine-purine mismatches, and least 

efficiently recognized and repaired are the pyrimidine-pyrimidine mismatches.                                                            

Several other biophysical studies indirectly suggested the possible connections 

between the relative local structural changes near the mismatched sites and the relative 

recognition and repair of different types of mismatches by MutS.13-19 NMR spectroscopic 

study found that different mismatches show different base-pair lifetimes and the order of 

such lifetimes follow a sequence: GG > AA > CC > TT,15 which more-or-less follow the 

sequence of relative mismatch recognition and repair by enzymes. A new approach of 

diffusion-decelerated fluorescence correlation spectroscopic (ddFCS) study recently 

showed that extra-helical flipping rate of GT mismatch is much smaller compared to TT 

and CT mismatches.16 In fact, this work suggested that because of direct hydrogen-bond 

formation between G and T in GT mismatch, the base-pair mostly stay intra-helical 

conformation whose lifetime is nearly ~60 times higher compared to those of TT and CT 

mismatches. This study, thus correlates the drastically different kinetic features of GT 

mismatch to its most efficient recognition and repair by enzymes.16 Earlier, time-resolved 

fluorescence anisotropy decay of 2-aminopurine (2-AP) also showed that the fast internal 

local rotational motions of 2-AP opposite/near mismatch sites vary depending on the 

mismatch type, which indirectly indicates that the alteration of this motional dynamics 
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may be vital for the differential mismatch recognition.17,18 MD simulations also came in 

handy to predict the possible mechanistic route for differential mismatch recognition and 

repair through indirect measures. MD simulation, along with free-energy profiling of 

DNA-bending, found that DNA containing purine-pyrimidine mismatches are least 

destabilizing, followed by intermediately destabilizing DNA with purine-purine, and most 

destabilizing with pyrimidine-pyrimidine mismatches.19 The easily bend mismatches in 

DNA are predicted to be repaired efficiently by MutS. Simulation with selective integrated 

tempering sampling (SITS) also found that the free energy of flipped out conformation of 

GT is higher than the TT mismatch, which may also be another reason why GT is better 

repaired compared to any other mismatches.16  

Nevertheless, recent large-scale MD simulation with free-energy calculations, together 

with NMR study, by Rossetti et al. suggested that it is rather difficult to find a simple 

correlation between the structural changes of different mismatched base-pairs and the 

efficiencies of these mismatches’ recognition by repair enzymes, except for some general 

correlation that overall breathing/structural changes in purine-purine mismatches are 

larger compared to those in pyrimidine-pyrimidine mismatches in DNA.6 More so, this 

extensive simulation on all possible mismatches did not find any specific structural 

features of GT and CA which are substantially different compared to other mismatches –

so as to predict why these mismatches are best recognized and repaired among all. In fact, 

the helical bend, breading percentage, etc. of these two mismatches were found to be of 

similar orders as in TT mismatch that is much less efficiently repaired. However, 

importantly, this study showed that the mismatched bases actually induce significant 

alteration in the surrounding ion environment, and (possibly) hydration structure, near the 

mismatch sites.6 This study indeed showed very high local ion accumulation (~5 mM) in 

the vicinity of GT and CA mismatches compared to matched and other mismatched pairs. 

Based on these observations, this study indicated that the transfer of signal to the repair 

enzymes possibly occur through-space, involving surrounding water and ions in the 

groove.6 As indicated in the chapter 5, such interconnected effects (both static and 

dynamic) of mismatched pairs and surrounding water and ions may be more important for 

the mismatch recognition and repair mechanism.  

This hypothesis is tested in this chapter by measuring the collective solvation 

dynamics of DNA, water and Na+ counterions near eight possible mismatches and a normal 

matched DNA in the AT-rich minor groove of DNA. The dynamics is measured by 

monitoring the time-resolved fluorescence Stokes shifts (TRFSS) of the minor groove 

binder, DAPI, and compared among all such DNA systems over five decades of time from 

100 fs to 10 ns. Results show that in all cases the underlying Stokes shift dynamics follow 

similar power-law relaxation, multiplied with single or double exponential relaxations in 

most of these DNA systems, except TT-DNA which follow only a single power-law over 

entire five decades of time. The relative variations in the values of extra exponential 

relaxations are found to nicely correlate to the differential mismatches’ recognition and 
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repair by enzymes as reported earlier,7-12 with only one exception. Fluorescence anisotropy 

decays from femtoseconds to nanoseconds time-range of DAPI bound to mismatched- and 

normal-DNA are found to be nearly identical, which suggests that Stokes shift dynamics 

and their changes in mismatched- and normal-DNA originate purely from relaxation of 

electrostatic interaction energy of the ligand with surrounding charged/dipolar molecules, 

and not from any internal local rotational motion of the probe-ligand. Thus, the collective 

solvation dynamics in the minor grooves containing mismatched base-pairs seem to play 

important role in the mismatch recognition of repair enzymes and in the subsequent repair 

mechanism. 

The present study chooses DAPI over Hoechst (used in chapter 5) as the probe-ligand 

for several reasons: (1) DAPI is small enough (compared to Hoechst) which shall occupy 

only a few bases (typically 3-bases) near the mismatch site – such that it can report changes 

of very local effects; (2) DAPI is much more photo-stable compared to Hoechst; – DAPI can 

sustain high femtosecond laser power excitation for very long time without photo-

bleaching compared to that of Hoechst; (3) Changes in solvation dynamics features 

measured by DAPI in normal- and TT-DNA, seen in chapter 5, are drastic compared to 

that probed by Hoechst; – DAPI dynamics changes from power-law multiplied with bi-

exponential relaxation in normal-DNA to single power-law dynamics in TT-DNA (chapter 

5). The present study also uses a different canonical base-pair sequence flanking the 

mismatched site (5’-GGCGCAAXTGCGCGG-3’), compared to that used in the study of 

chapter 5 (5'-CGCGCATTGCGCG-3') – so that they show the effect of flanking base-

sequence on the overall dynamics, at least for TT-DNA.         

 

6.2. Materials and Methods 

DAPI was from Sigma-Aldrich, used without further purification. 15-mer DNA 

oligonucleotides of sequences 5’-GGCGCAAXTGCGCGG-3’ (X: mismatch position), and 

their complementary sequences were from Integrated DNA Technologies. B-form DNA 

duplexes were prepared by re-suspending single-stranded (both strands) oligonucleotides 

in buffer of 100 mM sodium phosphate with 50 mM NaCl of pH 7, and annealing them 

from 95°C to room temperature (25°C) over ~5 hours. Formation of double-stranded B-

DNA was confirmed by circular dichroism (CD) spectra measured using a CD 

spectrometer. All samples were prepared in HPLC grade water (Merck). All experiments 

were performed with concentration ratios of [Ligand]/[DNA] of 1:5 for normal-DNA and 

1:25 for mismatchedDNA where enhancement of DAPI fluorescence is saturated, such 

that nearly all ligands remain bound to the DNA (see Figure 6.2A). Fluorescence decays 

were measured at magic angle using TCSPC and UPC techniques. To cover a broad range 

of anisotropy decays, both UPC and TCSPC techniques were used (see chapter 3 for 

details). UPC measurements were carried out at concentrations; [DAPI] = 20 μM and 

[DNA] = 100 μM for normal-DNA, and [DAPI] = 25 μM and [DNA] = 625 μM for all 
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mismatchedDNA, except for GT mismatch [DAPI] = 30 μM and [DNA] = 750 μM, and for 

GG mismatch [DAPI] = 40 μM and [DNA] = 1000 μM. TCSPC measurements were carried 

out with samples of concentrations, [DAPI] = 3 μM and [DNA] = 15 μM for normal-DNA, 

and [DAPI] = 3 μM and [DNA] = 75 μM for mismatchedDNA. 

 

6.3. Results and Discussion 

6.3.1. CD Spectroscopy: Conformation of Normal- & Mismatched-DNA 

Right handed B-form structures of 

normal- and mismatchedDNA were 

confirmed from the CD spectra. Figure 

6.1 shows the CD spectra of bare 

normal- and all eight 

mismatchedDNA (all 15 mM), which 

show characteristic negative peak near 

~255 nm, confirming have B-DNA 

structures. However, the effect of 

ligand binding to the structures of 

DNA and the induced-CD of ligands 

inside DNA were not measured here, 

considering that all mismatched DNA 

structures would show B-form also in 

the ligand-bound form, as seen in the 

last chapter 5. 

 

6.3.2. Steady-State Fluorescence Spectra: Effect of Different Mismatches 

Upon binding to minor grooves of normal- and mismatched-DNA the fluorescence signal 

of DAPI increase several folds, but with varying amounts, which occurs due to suppression 

of the non-radiative pathways. However, it is not known how the binding affinity and 

static/dynamic fluorescence properties of DAPI change upon binding to different 

mismatches inside the minor groove of DNA. 

Figure 6.2 shows the titrations of DAPI fluorescence with all mismatched- and 

normalDNA, in which fluorescence signals of DAPI were monitored keeping its 

concentration constant and varying the DNA amount. It is clear from these plots that 

binding affinities of DAPI varies with the types of mismatches in the minor groove of 

DNA. The 50% signal increment occurs at [DNA]/[ligand] ratios that significantly vary 

among the mismatched-DNA/ligand systems. Table 6.1 includes the [DNA]/[ligand] 

ratios where the fluorescence signal of DAPI reaches 50% in respective samples. However, 

 

Figure 6.1: Circular dichroism (CD) spectra of 15-mer 
eight mismatchedDNA and normal-DNA (all 15 mM), 
showing characteristic negative peak ~255 nm 
confirming right handed B-form DNA. See figure for 
legends.  
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there was no trend found in this binding affinity of DAPI toward different mismatched-

DNA, which can be correlated to the differential mismatch repair efficiencies by enzymes. 

For GGDNA, the binding at 50% signal could not be detected properly primarily because 

of the fact that DAPI fluorescence increases merely by ~1.7 in GGDNA compared to that 

in buffer. Thus, titration of DAPI with GGDNA could not be completed fully because of 

large background signal of free DAPI in solution. Nevertheless, the titration curve for 

GGDNA does show some changes of fluorescence intensity upon gradual increase of 

DNA amount (see Figure 6.2).  

 

Figure 6.2: Titration of DAPI with normal- and all mismatchedDNA, in which fluorescence signal of 
DAPI are monitored keeping its concentration constant and varying the DNA concentration. Plots show 
(normalized) relative quantum yield change of DAPI in all DNA samples in linear scale (A) and semi-log 
scale (B).  
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Figure 6.3A compares the 

corrected fluorescence spectra of DAPI 

in normal- and all eight 

mismatchedDNA (at DNA 

concentrations where DAPI 

fluorescence signal saturate), and also 

in buffer. Upon binding to minor 

groove of most of normal- and 

mismatched-DNA, DAPI fluorescence 

significantly enhances, except in 

GGDNA possibly because of 

quenching of DAPI fluorescence due to 

high electron transfer from electron-

rich guanines and electron deficient 

DAPI. The relative fluorescence 

intensity changes of DAPI in all 

mismatched and normal-DNA, 

compared to that in buffer, are 

included in Table 6.1. It can be seen 

from the table that in most DNA 

systems DAPI fluorescence increases 

by ~18-30 folds, except that in GG 

and GTDNA where fluorescence 

enhancements are only ~1.7 and ~9.5 

times, respectively. Again, this trend of fluorescence enhancement of DAPI in different 

mismatched-DNA could not predict any relation of static fluorescence properties of DAPI 

to the relative mismatch recognition and repair of mismatches by MutS reported earlier.7-12 

Figure 6.3B plots the spectra of DAPI in all DNA samples in the intensity normalized 

form to compare their relative peak shifts. The peak positions of DAPI in all DNA samples 

are also included in Table 6.1. It is interesting to note that in most DNA samples DAPI 

show peaks within 459 nm – 463 nm, except in CT and GGDNA. The spectrum is seen 

to be highly red-shifted in CTDNA (475 nm) compared to others, although it is still ~5 nm 

blue-shifted compared to that in buffer, suggesting that DAPI senses less polar 

environment in CTDNA, compared to buffer, but more polar environment in CTDNA 

compared to those in the minor grooves of other DNA (see also discussion in chapter 5 for 

comparison of spectral shifts of DAPI in various solvents of different dielectric constants). 

Also, the spectrum in CTDNA is broadened compared to others that show nearly similar 

full width at half maxima (fwhm). Surprisingly, however, DAPI shows most blue shifted 

spectrum (peak at ~456 nm) in GGDNA, suggesting that DAPI senses the most non-polar 

environment in GGDNA among all the DNA samples tested here. However, the quantum 

 

Figure 6.3: (A) Corrected relative fluorescence spectra 
of DAPI in buffer and bound to minor grooves of 
normal- and mismatchedDNA. Relative changes in 
fluorescence indicate ligands sense different local 
environments in these systems. (B) Same spectra 
intensity normalized to one, showing the relative peak 
shifts. See text for details.   
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yield of DAPI is the minimum in GGDNA. This contradicting behaviour thus suggests 

that fluorescence properties of DAPI in GGDNA are significantly altered by the presence 

of two (electron-rich) guanines near the binding site of (electron-deficient) DAPI in the 

minor groove, which do not follow a simple reasoning to explain the static fluorescence 

data. Nevertheless, it is seen from Figures 6.2, 6.3 and Table 6.1 that DAPI fluorescence 

shows significant alterations in the minor groove of DNA because of the presence of 

various types of mismatched base-pairs near DAPI’s binding site. However, again, no 

specific trend in DAPI spectral shifts in different mismatched- and normal-DNA is 

observed which can be correlated to the differential mismatch recognition and repair 

mechanism by MutS (or its analogues in human).7-12 

 

6.3.3. Fluorescence Decays: Effect of Different Mismatches 

The time-resolved fluorescence data of DAPI in normal- and all mismatchedDNA are 

compared to see the effect of the mismatches on fluorescence decays in the minor grooves 

of DNA. To monitor the effect of all such mismatches on collective (solvation) dynamics 

over broad time range, extensive data on wavelength dependent fluorescence decays of 

DAPI in the minor grooves of normal- and mismatchedDNA using UPC and TCSPC 

techniques were collected (total 9 samples, including 8 mismatched-DNA and one normal-

DNA). Total 2022 fluorescence decays were measured in UPC and TCSPC for each 

DNA/DAPI sample, totalling ~180 decays in UPC and ~198 decays in TCSPC. All raw 

fluorescence decays in each sample followed characteristic features of solvation dynamics, 

showing fast-decay at shorter wavelengths, fast-rise (or decay) followed by slow decay 

near peak wavelengths, and slow-rise followed by slow-decay at longer wavelengths. 

These decays were fitted using sum of 3-4 exponentials, and the fitted parameters were 

used in the re-construction of TRES following procedures discussed in chapter 3. It is, 

however, found that due to very low quantum yield of DAPI in GGDNA (only ~1.7 time 

Table 6.1: Parameters obtained from steady-state fluorescence of DAPI in mismatched- and normal-DNA.  

System [DNA]/[DAPI]  

@ 50% Fl. Intensity 

Relative Fl. Change Spectral Peak 

(nm) 

GT 2.2 9.5 459 

CA 2.5 19.5 459 

AA 1.0 18.4 459 

GA 13.4 20.6 460 

GG — 1.7 456 

TT 1.0 29.8 463 

CT 1.6 31.2 475 

CC 0.9 18.0 460 
Normal 2.5 30.6 463 
Buffer — 1.0 480 
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of buffer), the wavelength decays were much faster compared to those in other DNA 

samples. Nevertheless, these wavelength-dependent decays were analysed further to 

construct the TRES and subsequently obtain the Stoke shift data.     

Figure 6.4 compares the decays of DAPI in normal- and all eight mismatchedDNA at 

shorter, peak and longer wavelengths, measured in TCSPC (see Figure 6.6 for other 

decays). Comparison shows distinct effects of different mismatches on the decay patterns, 

compared to those in normal-DNA. The relative (average) decay time-constants in different   

 
Figure 6.5: Fluorescence decays of DAPI bound to minor grooves of normal- and eight 
mismatchedDNA, measured in UPC at blue-side (395 nm), near peak (440 nm) and red-side (580 nm) of 
the fluorescence spectra. (A) – (C) Decays in short time-range upto 100 ps, and (D) – (F) decays in the 
longer time-range upto 1000 ps. Lines through raw decays are fits using sum of 3-4 exponentials. 

 
Figure 6.4: Fluorescence decays of DAPI bound to minor grooves of normal- and eight 
mismatchedDNA, measured in TCSPC at blue-side (395 nm), near peak (440 nm) and red-side (600 nm) 
of the fluorescence spectra. (A) – (C) Decays in short time-range upto 5 ns, and (D) – (F) decays in the 
full time-range plotted in semi-log scale. Lines through raw decays are fits using sum of 3-4 exponentials. 
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Figure 6.6a: Wavelength dependent fluorescence decays (with fits) of DAPI, measured in UPC (panels in 
left) and TCSPC (panels in right) setups, when bound to minor grooves of (A) GTDNA, (B) CADNA, 
(C) AADNA, (D) GADNA, (E) GGDNA. Total 11 decays, out of 20-22 decays, covering entire 
fluorescence spectra of DAPI in respective DNA systems are plotted here to minimize clumsiness. Fits to 
raw data using sum of 3-4 exponential decays are included in the figures (solid lines through raw data). 
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Figure 6.6b: Wavelength dependent fluorescence decays (with fits) of DAPI, measured in UPC (panels in 
left) and TCSPC (panels in right) setups, when bound to minor grooves of (F) TTDNA, (G) CTDNA, 
(H) CCDNA, (I) normalDNA. Total 11 decays, out of 20-22 decays, covering entire fluorescence 
spectra of DAPI in respective DNA systems are plotted here to minimize clumsiness. Fits to raw data 
using sum of 3-4 exponential decays are included in the figures (solid lines through raw data).  
 
 
 
DNA samples follow similar trend as that found in the steady-state fluorescence properties 

of DAPI in all these DNA samples. As can be seen, the DAPI decays in GGDNA are the 

fastest among all DNA samples, suggesting similar trend as observed in static fluorescence 

results. These raw fluorescence decays indeed suggest that there could be substantial 

differences in nanosecond solvation dynamics in the minor grooves of mismatchedDNA, 
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compared to that in the minor groove of normal-DNA, as probed by the groove-bound 

DAPI. Figure 6.5 compares the raw fluorescence decays in faster time-scales, measured in 

UPC setup (see Figure 6.6 for other decays). A similar effect of the mismatched base-pairs 

on the femtosecond decay patterns is also observed on the DAPI decays. Nevertheless, the 

quantitative effect of mismatch on the solvation dynamics is captured in the dynamic 

Stokes shifts (i.e., average frequency shifts) of the minor groove binder as discussed below. 
 

6.3.4. Comparison of Solvation Dynamics in All Mismatched- and 
Normal-DNA 

Figure 6.7 plots the TRES (along with time-zero spectra) of DAPI in normal- and all 

mismatchedDNA, constructed from UPC and TCSPC decay data following the methods 

 

Figure 6.7: Time-resolved emission spectra (TRES) of DAPI bound to minor grooves of normal-DNA and 
all eight mismatchedDNA constructed from UPC data (circles) and TCSPC data (stars). TRES from 
UPC and TCSPC at 100 ps is shown in figures. Dashed and solid lines are log-normal fits to TRES. Red 
solid-line spectra are time-zero glass-spectra. Legends are included in the respective figures.   
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described in chapter 3. TRES shows 

proper spectral shift with time, 

suggesting that DAPI captures the 

dynamic Stokes shifts in all DNA 

samples studied here over entire five 

decades in time from 100 fs to 10 ns.  

Figure 6.8A compares the 

‘absolute’ dynamic Stokes shifts of 

DAPI in the minor grooves of all 

mismatched-DNA and normal-DNA 

over five decades in time from ~100 fs 

to 10 ns. The raw Stokes shift data 

show nearly smooth variation (like 

power-law) till ~100 ps in most DNA 

samples, beyond which exponential 

type relaxations are found to be 

originating in most samples. The 

Stokes shift dynamics in TTDNA, 

however, show very smooth variation 

over entire time-decades, indicating a 

single power-law type relaxation in 

this TTDNA, similar as observed in 

chapter 5 with another flanking 

canonical base-sequence near the TT 

mismatch site (see below for details). 

The Stokes shift data could be well 

fitted with mainly three types of 

functions: a single power-law (equation 

6.1), a power-law multiplied with a 

single exponential relaxation (equation 

6.2), and a power-law multiplied with 

bi-exponential relaxation (equation 6.3) 

as, 

ܵሺݐሻ ൌ ܵஶ ቂ1 െ ቀ1 ൅
௧

௧బ
ቁ
ି௡
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Figure 6.8: (A) Comparison of ‘absolute’ Stokes shifts 
of DAPI in the minor grooves of normal-DNA and eight 
mismatched-DNA. (B) Fits to the Stokes shift data 
using equations 6.1, 6.2 and 6.3. (C) Comparison of raw 
Stokes shifts after shifting them to merge in the initial 
time-decades, showing clear differences in the 
(exponential) dynamics in longer times (> 100 ps) – 
shaded portion. (D) Comparison of solvation correlation 
function, C(t) of DAPI in normal- and mismatched 
DNA, constructed as, C(t) = (S(10 ns)  S(t))/S(10 ns). 
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where S is the Stokes shift at t = , t0 is the time where power-law starts converging 

toward zero at t = 0, n is the power exponent, i's are exponential time-constants, and a is 

the fraction of time-component. The plateau of Stokes shifts in the initial times (<~300 fs) 

arises because of limited time-resolution of the UPC setup (~250 fs). However, fits extracted 

power-law relaxations in this lower time range, leading to some deviations of the fits and 

the raw data below ~300 fs. Similar as seen in chapter 5, the Stokes shifts dynamics in 

TTDNA could again be nicely modelled with the equation 6.1, showing single power-law 

dynamics of exponent ~0.1. This power-law exponent (~0.1) is different than that obtained 

in chapter 5 (power-law exponent ~0.23) for a different canonical sequence flanking the TT 

mismatch. This shows the direct effect of flanking sequence on the local solvation dynamics 

in the minor groove containing the TT mismatched base-pair. More discussion on this is 

given below (section 6.3.5). The Stokes shifts dynamics of DAPI in GT, CA, AA, CT, 

CC, and normalDNA could be well fitted to equation 6.2 which incorporate an extra 

(multiplicative) exponential relaxation in longer times together with the power-law. The 

Stokes shifts data in GA and GGDNA, however, could only be fitted with equation 6.3 

that incorporates bi-exponential relaxation, multiplied to power-law, that model the long-

time dynamics. Figure 6.8B combines the raw Stokes shifts data and the corresponding fits, 

while Figure 6.8C shows the Stokes shift data shifted to match the initial time-decades – so 

as to clearly show the differences in the exponential relaxations in longer times (> 100 ps). 

All the fitted parameters are included in Table 6.2. It can be seen that the dynamics in initial 

time-decades in the mismatched- and normal-DNA follow power-law with exponents that 

varies with small amount (~0.10 – 0.16) among most of the DNA-samples, except that in 

CTDNA which follow a faster power-law of exponent ~0.23. This observation is in line 

with the fact that DAPI senses most polar environment in the minor groove containing 

CTmismatch (see Figure 6.2), which may actually suggest that more water penetration 

near the DAPI binding site in CTDNA. Figure 6.8D plots the solvation correlation 

functions, C(t), calculated from the absolute Stokes shift data in Figure 6.8A taking S = 

S(10 ns) as; C(t) = (S(10 ns)  S(t))/S(10 ns)). 

Table 6.2: Parameters obtained from fits to absolute Stokes shifts using equations 6.1, 6.2 and 6.3.  

System S  

(cm-1) 

t0  

(ps) 

Power-law 
exponent 

(n) 

a 1  

(ns) 

(1-a) 2  

(ns) 

<> 

(ns) 

GT 2792 0.03 0.10 1 16.10 — — 16.10 

CA 2392 0.03 0.12 1 4.60 — — 4.60 

AA 2153 0.04 0.14 1 2.80 — — 2.80 

GA 2233 0.02 0.14 0.65 0.28 0.35 2.88 1.19 

GG 2570 0.02 0.11 0.39 0.22 0.61 1.29 0.87 

TT 3271 0.06 0.10 — — — — — 

CT 2108 0.18 0.23 1 0.32 — — 0.32 

CC 2509 0.04 0.15 1 3.67 — — 3.67 
Normal 2133 0.03 0.16 1 0.35 — — 0.35 
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Comparison of dynamics data in 

Figure 6.8 (and Table 6.2) clearly shows 

that there are substantial differences in 

the exponential relaxations in longer 

times among the different mismatched 

base-pairs, although the dynamics 

remains very dispersed (power-law 

relaxation) in the initial time-decades 

till ~100 ps. The big question is now – 

whether such changes in the collective 

solvation dynamics of DNA, water and 

(possibly) ions around the mismatched 

sites in the minor groove of DNA 

correlate to the respective mismatch recognition and repair by the MutS (and its analogue) 

as reported earlier or not.7-12 It is clear from Table 6.2 that the dispersed power-law 

dynamics in the initial time-decades do not change much among the different mismatched-

DNA, and thus, no correlation of this power-law to the differential repair efficiencies is 

observed.  

However, it is found that the (average) exponential relaxations are significantly varied 

among the different mismatches. Figure 6.9 plots the (average) exponential relaxation time-

constants in the mismatched- and normal-DNA, together with the power-law exponents, 

found in the dynamics of respective systems. (Dynamics in TTDNA show pure power-

law relaxation, hence, only the power-law exponent is plotted in Figure 6.9 for this system.) 

From most of earlier studies, as discussed in the introduction, it was found that purine-

pyrimidine mismatches are most efficiently recognized and repaired by enzymes (with 

highest efficiency for GT), followed by the purine-purine mismatches, and least efficiently 

recognized and repaired are the pyrimidine-pyrimidine mismatches.7-12 It was also clearly 

noticed that GTmismatch is recognized and repaired the most among all mismatch 

types.1,5,7-12 Interestingly, in Figure 6.9 it is observed that the exponential relaxation is very 

slow (16.1 ns) in GTDNA which is substantially different compared to those in other 

mismatched-DNA. The next highest time-constant of exponential relaxation is found in 

CADNA, which was also shown to be repaired by MutS with similar efficiency as that of 

GTmismatch.7-12 These two purine-pyrimidine mismatched pairs are most efficiently 

recognized and repaired by the enzymes, which also show here the exponential relaxations 

that are significantly higher compared those found in other mismatch types. As discussed 

in chapter 5, it is believed that different mismatch types can have different local structural 

dynamics which may, in turn, perturb the nearby water and ion environment in such a way 

that the collective solvation dynamics of all these components may be playing a bigger role, 

compared to only the local structural changes, to provide the signals to the mismatch repair 

protein-system. From present data, it seems the (slow) exponential solvation relaxations 

 
Figure 6.9: Graph plotting the relative values of average 
exponential relaxations (bars) and power-law exponent 
extracted from fits in respective mismatched- and 
normal-DNA. See also Table 6.2. See figure for legends 
and text for detailed discussion.    
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may directly provide the cues to the mismatch repair proteins. The purine-purine 

mismatches were also shown to be repaired with moderate efficiency by the repair 

enzymes. It is found in Figure 6.9 (and Table 6.2) that the time-constants of exponential 

relaxations are faster in case of AA and GAmismatches, however, somewhat smaller 

value is observed for GGmismatch because DAPI in GGDNA shows very low 

fluorescence quantum yield and lifetime – such that the dynamics in longer time-range 

could not be extracted completely. On the other hand, the pyrimidine-pyrimidine 

mismatches such as TT and CTDNA show either a single power-law (in TTDNA) or 

very small time-constant for the (multiplied) exponential relation (in CTDNA). In fact, the 

exponential time-constant (0.32 ns) is found to be very similar to that found in normal-

DNA (0.35 ns). The single power-law seen in TTDNA is also in accordance with the 

results presented in previous chapter 5. Thus, it seems the faster exponential solvation 

relaxations are not well recognized as signals by the repair enzymes.  

The dynamics in CCDNA, however, seen to be way off from the trend because DAPI 

in CCDNA shows slow exponential relaxation (3.67 ns) that is similar to the relaxation 

found in CADNA. This is a clear deviation that does not match with the repair efficiency 

of MutS,7,8 as it was reported in most of earlier studies that CCmismatch is least 

recognized and repaired by the enzymes.7,8 This indicates that there may be other 

competing processes that are important for the recognition of this mismatch, which doesn’t 

allow MutS to efficiently repair the CCmismatch. Previous MD simulation study also 

found that the CCDNA does not follow the trend similar as others because the bending 

free-energy of CCmismatch are relatively low which would allow MutS (and other 

analogues) to repair this mismatch efficiently.19 A similar trend is also found in the present 

study in terms of local solvation dynamics near this CCmismatch. All these results clearly 

indicate that there may be other competing factors which ultimately determine the 

efficiency of CCmismatch repair by the enzymes in physiological conditions. 

Nevertheless, the present results strongly suggest that it is the collective solvation 

dynamics of the local environment around the mismatch-sites (within ~10 – 15 Å) which 

provide important cues to the mismatch repair enzymes. 

At this stage, it is not clear that which component (or with collective response of 

components) is responsible for the extra exponential relaxations observed in experiment for 

most of the mismatched-DNA. Certainly, large-scale MD simulation, together with 

calculations of solvation correlation functions, will be useful to explain the origin of the 

relaxations which seem important for mismatch recognition and repair. However, as 

discussed in the introduction, recent MD simulation did show that mismatched base-pairs 

induce significant alteration in the surrounding ion environment, possibly also the local 

hydration, particularly in GT and CADNA. Thus, it may be possible that such changes 

in local hydration and ion environment, together with the specific DNA-mismatch motions, 

allow differential solvation dynamics around different mismatched base-pairs – such that 

these collective responses are differentially sensed by the repair enzymes.                               
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6.3.5. Effect of Neighboring Canonical Sequence: TTDNA 

It has been clearly documented in literature that the efficiency of mismatch recognition also 

depends on the canonical base-sequence flanking the mismatch-site.7-9,20,21 To see such 

effects, the dynamic Stokes shifts of DAPI near TTmismatch introduced in the minor 

groove with two different flanking sequences, Seq-1: 5'-CGCGCATTGCGCG-3' (chapter 

5), Seq-2: 5’-GGCGCAATTGCGCGG-3’ (this chapter), are compared in Figure 6.10. It is 

readily seen that although the overall 

dynamics remain dispersed showing 

single power-law relaxation over five 

decades in both minor grooves of 

TTDNA, the power-law exponent 

changes substantially from 0.23 in Seq-1 

to 0.10 in Seq-1, given the fact that in 

most of normal- and mismatched-DNA 

the power-law exponent remains 

similar (~0.10 – 0.16). This result 

clarifies that the neighbouring base-

sequence near the mismatch-site does 

induce significant effect on the local 

solvation dynamics in DNA around the 

mismatch-site. 

 

6.3.6. Fluorescence Anisotropy Decay: No Effect of Mismatches 

One very important checking is needed at this stage to see if the extra exponential 

relaxations are originating from any internal rotational motions of probe-DAPI or not. The 

effect of mismatched bases on the internal motions of probe-DAPI can be characterized by 

performing time-resolved fluorescence anisotropy experiments, similar as done in the last 

chapter. This way, one can find if changes in the exponential solvation relaxations in 

mismatched-DNA are the direct effects of the probe’s rotation/internal motion or not. To 

check this possibility we measured rotational anisotropy decays of DAPI in normal- and all 

eight mismatchedDNA using both TCSPC and UPC techniques. Both techniques were 

used because it was needed to also see if any rotational internal dynamics is originating in 

the probe-ligand in longer as well as shorter (femtosecond) time-scales or not. Figure 6.11 

compares the anisotropy decays of DAPI in normal- and mismatchedDNA, measured in 

UPC (Figure 6.11A) and TCSPC (Figure 6.11B) setups. The UPC data capture the initial 

anisotropy decays that start from r(t) = 0.4, while the rest of anisotropy decays after r(t) = 

0.3 in longer times is captured in TCSPC setup. Thus, combining data from both setups, the 

full anisotropy decays of DAPI in different DNA samples are captured here. These plots 

 
Figure 6.10: Comparison of ‘absolute’ Stokes shifts of 
DAPI (with single power-law fits) in the minor grooves 
of TT-DNA with two different neighboring canonical 
sequences. For sequence see legends.  
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show almost identical anisotropy 

decays of DAPI in DNA samples, both 

in faster and longer time-scales, 

suggesting that there is no effect of 

incorporation of the mismatches on the 

rotational/internal dynamics of probe-

DAPI. Thus, the solvation responses of 

DAPI in normal- and 

mismatchedDNA arise purely from 

the relaxation of electrostatic 

interaction energy of the ligand with 

surrounding charged/dipolar 

molecules, and that the ligand is bound 

strongly to the groove to tumble 

together with whole DNA molecule. 

 

6.4. Conclusion 

This chapter showed that introduction 

of different mismatches inside the 

minor groove of DNA induce Stokes 

shifts dynamics from ~100 fs to 10 ns 

that follow power-law or power-law 

multiplied to exponential relaxation, 

for the given canonical base-pair sequence flanking mismatched base-pairs. The extra 

exponential relaxation time-components are found to correlate very well to the differential 

efficiencies of mismatch recognition and repair by MutS (and its analogues in human).1-5,7-12 

It is clearly showed that the purine-pyrimidine mismatch base-pairs (GT and CA) induce 

slower exponential relaxations, with GTmismatch showing the slowest relaxation, 

compared to others (see Figure 6.9). These mismatches are shown to be repaired best 

among all by MutS, with GT being more efficiently repaired. Earlier reports also showed 

purine-purine mismatches are repaired with moderate efficiency. In the same line, AA 

and GAmismatches are found to induce faster exponential relaxations compared to the 

purine-pyrimidine mismatches, although in GGmismatch the slower exponential 

component could not be extracted fully due to very low fluorescence quantum yield and 

much faster lifetime of DAPI in this DNA. The pyrimidine-pyrimidine mismatches, 

however, show either very fast extra exponential relaxation (in CTDNA) or only 

dispersed power-law (in TTDNA), similar as found in normal DNA. These mismatches 

were found to be repaired with low efficiency by MutS. The only exception found is with 

CCDNA which also showed very slow exponential relaxation, although this mismatch 

 
Figure 6.11: Rotational anisotropy decays of DAPI in 
the minor grooves of normal- and eight 
mismatchedDNA, measured in UPC (A) and TCSPC 
(B) setups. The UPC data captures the initial anisotropy 
decays that start from 0.4, while the rest of anisotropy 
decays after r(t) = 0.3 in longer times is captured in 
TCSPC setup. 
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was reported to be repaired by MutS with least efficiency. Thus, it is believed that there 

may be other factors that control the mismatch repair efficiency, at least for this mismatch. 

These results are significantly important because it shows that the slower collective 

dynamics of the local environment around the mismatch-sites seem to provide important 

cues to the repair enzymes for the repair mechanism. As pointed out in chapter 5, it is 

believed that different mismatches would have different levels of perturbations to the 

surrounding water and ions, as also seen in recent MD simulation study,6 which would 

then define the local collective solvation dynamics that are sensed by the incoming repair 

enzymes to differentiate the mismatch types. The current results point directly to such a 

situation. However, it is still not clear which component/components define such local 

dynamics in the slower time scales (slower than 100 ps) which induce the differential 

solvation dynamics around the different mismatches. Extensive MD simulations with 

correlation function calculations and decomposition of components’ contributions are 

needed to fully understand the origin of the differential dynamics in mismatched-DNA, 

especially in longer nanoseconds time scales. Nevertheless, chapter 5 and this present 

chapter clearly showed that dynamic Stokes shift experiments have tremendous capability 

to unravel the complex dynamical features induced by a single mismatched base-pair 

inside DNA minor groove. Thus, further similar experiments on other base-sequences as 

well as extensive MD simulations would help tremendously to shed new light on the 

understanding of DNA-mismatch recognition and repair by enzymes in vivo. 
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Chapter 7 
 

Solvation Dynamics in G-quadruplex DNA 
 

 

The last three chapters presented extensive TRFSS experimental and MD simulation results 

on Watson-Crick normal and mismatch-incorporated duplex-DNA. The TRFSS results as 

well as direct comparison of TRFSS experiments to simulation have allowed obtaining 

unprecedented details of the nature of solvation dynamics in the minor grooves of normal- 

and mismatched-DNA. It was shown that TRFSS experiments and MD simulations have 

tremendous power to explain the dynamics of solvation in DNA. These results clearly 

showed that power-law solvation dynamics is intrinsic to duplex-DNA, although such 

dispersed dynamics may have different origin. More so, it was shown that such power-law 

dynamics can be modulated to exponential type relaxations in nanosecond time-scales by 

different base-pair mismatches introduced in the minor groove of duplex DNA. Now, this 

chapter (and chapter 8) elaborates on similar TRFSS and MD simulation studies performed 

first time on the higher order G-quadruplex DNA structures. Results will show that 

solvation dynamics in such G-quadruplex DNA remain similar as found in Watson-Crick 

duplex-DNA, showing dispersed power-law dynamics over several decades of time. 

 

7.1. Introduction 

G-quadruplex structures are higher order DNA structures that are formed by the self-assembly 

of DNA sequences that are guanine-rich in presence of monovalent cations such as Na+ or K+ 

and/or small molecules.1-7 These structures are formed by the association of four guanine bases 

that are held together by Hoogsteen-type hydrogen bonds, forming a planar structure called 

guanine-tetrads. Multiple guanine tetrads stack on top of each other giving rise to unusual 

DNA structure called G-quadruplex.1-7 In human genome, G-quadruplex structures are found at 

the end of chromosomes, i.e., telomeric ends as well as in promotor regions.8,9 During the 

process of normal cell division, shortening of telomere occurs which leads to apoptosis and 

ultimately cell death. However, in cancer cells, overexpression of telomerase catalyzes 

elongation of telomere which leads to abnormal cell division.10 G-quadruplex DNA structures 

are found to inhibit the catalytic activity of telomerase, thus blocking uncontrolled division of 

cells.11 Therefore, these structures have attracted huge attention for its therapeutic activity as a 

target for anticancer drugs to stop telomerase activity.7,10,12-14 Formation of quadruplex 

structures in vitro,1-4,11,15 as well as in human cells5 has initiated tremendous research to develop 

ligands which can specifically recognize and target these structures for efficient anti-tumor 

effects.6,7 
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G-quadruplex DNA (GqDNA) possesses 

high structural diversity and shows various 

structural topologies in solution based on ion 

environment and/or induced by small 

molecules.2-4,6,15,16 More importantly, it is found 

that structural polymorphism is drastically 

induced by the change in local 

hydration/solvation state,17,18 thus affecting 

the binding of ligands to these structures.19 

However, regardless of  large sum of structural 

data on quadruplex-ligand complexes,1,6,7,15,17,18 

dynamics of water and ions in-and-around 

quadruplex DNA and their role in stabilizing 

the local solvation around a ligand bound inside GqDNA still remains unknown. 

 Though DNA differs from proteins in many ways, there exists similarity in their 

underlying dynamical features. Significant attempts have been made to understand the 

dynamics in DNA and proteins through interplay between experiments,20-32 theory33 and 

simulations.34-50 Dynamics in biological macromolecules extend in time >10 ps,20-32 while 

the dynamics in simple water completes within few picoseconds.51 It has been found that 

DNA and proteins show non-exponential and dispersed dynamical feature that extends in 

several decades of time, following logarithmic,45,46 stretched-exponential44 or even power-

law27-30,35,38,46,47 relaxation in many cases. Explaining such slow and dispersed dynamics 

remains difficult due to strong coupling between the components of biomolecular solution 

i.e., ions, water and biomolecule. Thus, questions concerning the origin of such dynamics 

still remain; whether the dynamics of ion or water or biomolecules or the coupled motion 

of these components controls the dynamics in biomolecules.20,34-41 Nevertheless, solvation 

dynamics studies in DNA are still limited as compared to proteins and are mainly focussed 

only on duplex-DNA.22-38 Dynamics of solvation in other higher order DNA structures 

such as G-quadruplex DNA has never been explored earlier. 

This chapter interrogates the dynamic Stokes shifts of ligand (DAPI: 4’6,-diamidino-2-

phenylindole) in antiparallel GqDNA (Figure 7.1) through direct comparison of TRFSS 

experiments to MD simulation and to the previous TRFSS data in duplex-DNA.27,28 It has 

been found that ligand solvation in GqDNA shows power-law relaxation added with fast 

exponential feature from ~100 fs to 10 ns. Simulation results on same DAPI-GqDNA 

complex of 65 ns show that motion of water molecules governs the fast relaxation, while 

both water and DNA motions contribute equally to the slow dispersed power-law 

dynamics.52 Contribution from ions was found to be insignificant. Moreover, broadly 

distributed residence time and sublinear mean-square displacements (MSDs) of water 

molecules near the binding site of the ligand indicate that such slow and dispersed 

 
 

Figure 7.1: Schematic representation of 
antiparallel G-quadruplex DNA. 
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solvation dynamics can be directly related 

to  the subdiffusive motion of perturbed 

water near GqDNA.52 

 

7.2. Materials and Methods 

DAPI was from Sigma-Aldrich, HPLC-

purified single-stranded human telomeric 

22-mer 5'-AGGG(TTAGGG)3-3' DNA 

oligonucleotide was also from Sigma-

Aldrich. GqDNA samples were prepared 

in HPLC grade water (H2O; Merck) and in 

deuterium oxide (D2O; Sigma Aldrich). 

Anti-parallel GqDNA was prepared in 10 

mM Tris-HCl buffer of pH 7.2 with 100 

mM NaCl in H2O by annealing DNA from 

95°C to 25°C for ~5 hours. For GqDNA 

prepared in D2O, pH was maintained at 

7.2 by adding orthophosphoric acid. 

Human telomeric DNA sequence takes 

antiparallel structure in presence of NaCl 

with two lateral loops and one diagonal 

loop.1,3 The structures were confirmed by 

taking CD spectra (Figure 7.2). 

Before making DAPI/GqDNA 

samples for measurements, binding 

kinetics of DAPI to GqDNA was monitored by titrating varying concentration of GqDNA 

and keeping DAPI concentration constant. Figure 7.3 shows the binding kinetics of DAPI 

with GqDNA showing changes in fluorescence signal with GqDNA concentration. From 

this data, we chose [GqDNA]:[DAPI] ratio where DAPI fluorescence saturates. For UPC 

measurements, DAPI concentration was kept at 20 µM and GqDNA at 1.3 mM 

([GqDNA]:[DAPI] = 65:1), whereas for TCSPC measurements DAPI and GqDNA 

concentrations were 3 µM and 195 µM, respectively ([GqDNA]:[DAPI] = 65:1). 

 

7.3. Results: Experiments 

7.3.1. Steady State Fluorescence Data 

Upon binding to GqDNA, DAPI fluorescence increases by ~8 times and the emission 

spectrum shifts by ~2 nm relative to buffer. Fluorescence of DAPI increases ~12 times and 

 

Figure 7.2: CD spectra showing formation of anti-
parallel G-quadruplex DNA in H2O buffer (green) 
and D2O (red). The negative peak at ~265 nm and 
positive peak at ~245 nm indicate the typical 
signature of anti-parallel G-quadruplex structure 
formation. 

 

Figure 7.3: Binding kinetics of DAPI to anti-parallel 
GqDNA in H2O-buffer. The line through points is a 
guide to eye. 
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the spectrum shifts towards blue-

side by ~10 nm upon binding to 

GqDNA prepared in D2O (Figure 

7.4). These results suggest local 

hydration plays important role on 

DAPI binding to GqDNA. The 

larger blue shift in D2O indicates 

lower polarity inside GqDNA in 

D2O compared to H2O. 

 

7.3.2. Binding Constant of 
DAPI to GqDNA 

The binding constant (K) of DAPI to GqDNA in H2O was calculated by measuring 

rotational anisotropy decays of DAPI/GqDNA complex at various GqDNA concentrations 

using TCSPC technique. Anisotropy decays were collected for 19 samples with varying 

concentration of GqDNA from 0 µM to 300 µM with a constant DAPI of 3 µM. Figure 7.5A 

shows (few) anisotropy decays. The decays were fitted (globally) to bi-exponential function 

(equation 7.1) having two rotational time-constants; for free (f) and bound (b) DAPI. 

ሻݐሺݎ ൌ ଴ݎ ൤ܽ௙
௥exp ൬െ

௧

ఛ೑
ೝ൰ ൅ ܽ௕

௥exp ൬െ
௧

ఛ್
ೝ൰൨    (7.1) 

where ܽ௙
௥ and ܽ௕

௥  are contributions of free 

and bound DAPI, ߬௙
௥	(= 0.26 ns) and ߬௕

௥	(= 2.7 

ns) are the corresponding time-constants. 

Intensity weighted fractions,	ܽ௙
௥ and ܽ௕

௥ , are 

written in terms of binding constant (K) as, 

ܽ௙
௥ ൌ

ଵ

ଵା൫ி್/ி೑൯௄ሾୋ୯ୈ୒୅ሿ
  (7.2a) 

ܽ௕
௥ ൌ

൫ி್/ி೑൯௄ሾୋ୯ୈ୒୅ሿ

ଵା൫ி್/ி೑൯௄ሾୋ୯ୈ୒୅ሿ
  (7.2b) 

where Fb and Ff are fluorescence intensities 

of bound and free DAPI, respectively. The 

variations of 	ܽ௙
௥ and ܽ௕

௥  with [GqDNA] are 

shown in Figure 7.5B. The binding 

constant (K) was determined to be 2.7 × 

105 M-1 by fitting the variation of 	ܽ௙
௥ or ܽ௕

௥  

using equation 7.2 (see Figure 7.5B). 

 

 

 

Figure 7.4: Steady-state fluorescence spectra of DAPI in 
bulk water (buffer; blue), and bound to anti-parallel 
GqDNA prepared in H2O-buffer (red) and in D2O (green). 

 

Figure 7.5: (A) Fluorescence anisotropy decays of 
DAPI in GqDNA. (B) Variations of free (red) and 
bound (blue) fractions of DAPI to GqDNA at 
different [GqDNA].  
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7.3.3. Fluorescence Decays 

Total 19 fluorescence decays in UPC and 22 

decays in TCSPC were collected at magic-

angle polarization with interval of 10 nm, 

covering full fluorescence spectra. Measured 

decays in UPC and TCSPC in H2O and D2O 

are shown in Figure 7.6. The fluorescence 

decays of DAPI-GqDNA complex in D2O are 

slower in longer-times and moderately 

slower in fast time-scales, compared to that 

of GqDNA in H2O. 

 

7.3.4. Time-Resolved Fluorescence 
Stokes Shifts 

Figure 7.7 shows the TRES of DAPI in 

GqDNA prepared in H2O and D2O from 100 

fs to 10 ns. The time-zero glass spectra were 

measured for GqDNA samples by freezing 

them at -78°C (195 K) to form glass and are 

included in the TRES plot. TRFSS of DAPI 

bound to 22-mer (5’AGGG(TTAGGG)3-3’) 

human telomeric antiparallel GqDNA1 in 

H2O and D2O buffer from 100 fs to 10 ns 

shows that rate of Stokes shift in both 

samples are slow and dispersed along with a 

faster relaxation below ~5 ps (Figure 7.8A). 

The dynamic Stokes shift data of DAPI 

bound to GqDNA in both, H2O and D2O 

samples were modelled with a power-law 

summed with exponential relaxation as 
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(7.3) 

The fit extracted slow dynamics as power-

law relaxation of exponent 0.16 and fast 

exponential relaxation of 2 ps for H2O buffer 

sample, whereas a more dispersed power-

 

Figure 7.6: Fluorescence decays measured in 
UPC and TCSPC: UPC data of DAPI/GqDNA in 
H2O-buffer (A) and D2O (B), and TCSPC data 
for GqDNA in H2O-buffer (C) and D2O (D). 
Only few raw TCSPC data are shown to 
minimize clumsiness. 
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law relaxation of exponent 0.09 and 

exponential relaxation of 3.7 ps for D2O 

buffer sample was observed. Note that 

the dynamics in pure water completes 

within ~1 ps51 while the diffusive 

dynamics of water near biomolecule 

surface slowdown by a factor of only 2-

3 compared to pure water.43 Hence, the 

exponential time-constant of 2 ps 

obtained for H2O sample was 

attributed to interfacial-water 

dynamics near GqDNA. This was 

confirmed from the D2O effect on the 

dynamics and MD simulation (see 

below). In fact, retardation in dynamics 

on replacing H2O with D2O by a factor 

of ~1.4 in duplex-DNA was observed 

by Ernsting et al.25 Similar D2O effect 

on dynamics infers that water 

contributes substantially to the overall 

solvation dynamics in GqDNA.  

Several TRFSS studies with probes 

bound to minor grooves or covalently 

attached inside duplex-DNA have been 

performed which showed that DNA 

dynamics extends to several decades of 

time following stretched-exponential 

or logarithmic or power-law 

relaxation.22-32 Absolute Stokes shift of 

DAPI in GqDNA was compared with 

the previously reported data of groove-

bound DAPI and base-stacked 

coumarin in duplex-DNA (Figure 

7.8B).27,28 It can be seen that in times >5 

ps the power-law dynamics probed by 

DAPI in GqDNA is similar to the 

dynamics probed by coumarin in 

duplex-DNA,22,23 but differs from 

DAPI in duplex-DNA.24 Moreover, at 

times <5 ps, distinct fast relaxation 

 
 
Figure 7.8: (A) Comparison of absolute Stokes shifts of 
DAPI bound to GqDNA prepared in H2O buffer (pink) 
and D2O (green). Lines through points show fits using 
eq. 1. (B) Comparison of “absolute” Stokes shift of 
DAPI in GqDNA (green) to previous Stokes shift data 
of DAPI (purple) and coumarin (blue) in duplex-DNA. 
The duplex-DNA data are shifted vertically to match 
with GqDNA data. 

 

Figure 7.7: Time-resolved emission spectra (TRES) of 
DAPI in GqDNA prepared in H2O buffer (A) and D2O 
(B), constructed from UPC (star) and TCSPC (circle) 
data. TRES matching of UPC and TCSPC is shown at 
common time-point of 100 ps. Dashed and solid lines 
through points show log-normal fits to data. Purple 
dotted curves denote the time-zero glass spectra of 
samples measured at -78 °C. 
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appears in GqDNA which is absent in case of duplex-DNA.27,28 This can be a direct 

reflection of loosely bound DAPI in GqDNA52 (binding constant ~2.7 x 105 M-1) compared 

to duplex-DNA which may result into a condition where DAPI is exposed towards water 

to probe both the fast and slow (perturbed) water dynamics near GqDNA, compared to 

buried DAPI and coumarin inside duplex-DNA (Figure 7.8B).27,28  

Although TRFSS experiments showed dispersed dynamics in GqDNA, it is still very 

difficult to assign such dynamics to components of DNA solution. MD simulation provides 

direct route to interpret the complex TRFSS dynamics.34-38 Hynes, Bagchi and co-workers 

found slow dynamics in duplex-DNA simulation which was attributed to water and ion 

motions, but could not capture long time (nanosecond) dynamics as the simulation was not 

long enough.34 Sen et al. compared time resolved Stokes shift of coumarin and simulated 

electric field correlation in duplex-DNA and found that both the data are in excellent 

agreement with each other.35 This study also shows that water motion governs the slow 

power-law dynamics in duplex-DNA. However, Furse and Corcelli performed simulation 

on Hoechst bound to the groove of duplex-DNA, similar to the experiment of Zewail and 

found that it is not the motion of water or ions, but DNA controls the slow dynamics till 

350 ps.36,37 These results indicate that regardless of slow dispersed power-law dynamics 

observed in duplex-DNA, explanation of such complex dynamics remains difficult.34-38 

To explain and quantify the dispersed solvation dynamics in GqDNA, MD simulation 

of 65 ns was performed on docked DAPI/GqDNA system. The TRFSS result in H2O-buffer 

was directly compared to the simulated Stokes shift dynamics to explain the complex 

dynamics in GqDNA. The details are provided in the next section. 

 

7.4. Simulation Methods, Results and Discussion 

MD simulation has excellent capability to provide intricate details of dynamics measured 

in experiments, including the contributions of individual components of complex 

biomolecular systems. An equilibrium MD simulation of 65 ns was performed on a docked 

DAPI-GqDNA complex in AMBER-1252 using parm99 force field and TIP3P water 

molecules – so as to quantify the dynamics seen in TRFSS experiments. Simulation results 

were directly compared with the experimental data. All simulations were performed on a 

workstation with 16 CPU-cores using SANDER module of AMBER-12. 

 

7.4.1. Molecular Docking 

Three dimensional coordinates (X-ray or NMR structural data) of DAPI bound to GqDNA 

is not available in literature. Therefore, molecular docking of DAPI in human telomeric 

antiparallel G-quadruplex DNA (PDB entry 143D)1 was performed using AUTODOCK 

4.253. The NMR structure of human telomeric GqDNA (143D) does not contain central Na+ 

ions that govern the stability of guanine quartet. Thus, two Na+ ions were introduced 
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manually in between three G-stacks of quadruplex DNA to provide stability to the system. 

Before docking DAPI onto quadruplex structure and proceeding towards MD simulation, 

the position of these two central Na+ ions were equilibrated through several steps of 

minimization, equilibration and production runs. The procedure is briefly discussed below. 

After introducing two central ions, negative charge of DNA was neutralized by 

additional 19 Na+ ions which were added through LEAP module of AMBER-12. Aqvist 

parameters were used for Na+ ions.54 TIP3P water molecules (4767) were used to solvate 

the system using a buffer of 10 Å from DNA in each direction.55 Solvated DAPI-GqDNA 

system was minimized using parm99 force-field in AMBER-12 at different steps: During 

initial 10000 steps of minimization, both DNA and central ions were kept fixed with a 

restraint of 300 kcal mol-1 Å-2. The restraint on DNA was removed gradually by decreasing 

it from 200 kcal mol-1 Å-2  to 100, 50 and 10 kcal mol-1 Å-2 in further 10000 steps of 

minimization each, while the restraint on central Na+ ions were kept fixed at 300 kcal mol-1 

Å-2. This was followed by reducing the restraint on central ions in steps of 10000 each down 

to 200, 100, 50, and 10 kcal mol-1 Å-2. Final step was executed by performing 10000 steps of 

restraint free minimization of entire system. After minimization, position stability of ions in 

guanine quartets was confirmed by measuring the distance between the two central Na+ 

atoms which were found to be residing at their desired position of 3.5 Å (± 0.2) apart, inside 

the G-stacks of quadruplex DNA. This final structure was then subjected to 20 ps of 

equilibration in NVT ensemble with a restraint of 50 kcal mol-1 Å-2 on quadruplex DNA and 

central Na+ ions. Further, the system was heated to production temperature from 0 K to 300 

K in NVT ensemble. The restraint on central ions was reduced to 30 kcal mol-1 Å-2 and then 

removed in 20 ps of NVT equilibration each. DNA restraint was then reduced to 30 kcal 

mol-1 Å-2 and finally released in next 20 ps of NVT equilibration. Proper density of the 

system was maintained by 100 ps of equilibration in NPT ensemble which was then 

followed by next 50 ps of run in NVT ensemble. Afterwards, the system was subjected to 

1.5 ns of equilibration in 3 steps of 500 ps each in NVE ensemble. Finally, production 

simulation of 1 ns at 300 K in NVE ensemble was performed to obtain the PDB structure of 

the G-quadruplex DNA with two central ions. Water molecules and neutralizing ions were 

removed from this final PDB structure keeping the two central ions intact, to which the 

DAPI was docked using AUTODOCK 4.2.  

Prior to docking DAPI onto GqDNA, the initial step requires merging all non-polar 

hydrogens of DNA with their corresponding carbons using AutoDock-tools followed by 

assigning the corresponding atomic charges. The dimension of active box was defined as 42 

× 42 × 42 Å with 0.375 Å of grid spacing and placed at the centre of the quadruplex 

structure. Docking calculations were based on lamarckian genetic algorithm following 

standard protocol.53 Total of 2500000 energy evaluations were performed with a population 

of random individuals (population size: 150). Mutation rate was 0.02 for a maximum 

number of 27000 generations. Fifty conformations were run to find the binding site of DAPI 

which were clustered according to the root mean-square criterion of 0.5Å. Based on fifty 
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runs, the most stable conformation with lowest energy was chosen, where DAPI was 

bound to one of the narrower groove of quadruplex DNA (Figure 7.9). 

 

7.4.2. Molecular Dynamics Simulation 

The final docked DAPI/GqDNA complex was used (Figure 7.9) to perform MD simulation 

using parm99 force field in AMBER-12. The atomic charges and standard force-field 

parameters for DAPI were obtained from earlier study of Sponer and co-workers.50 

Simulation was performed following the standard protocol suggested by Furse and 

Corcelli38,56 as well as Sponer and co-workers.50 

MD simulations were carried out by solvating the DAPI/GqDNA complex with 4940 

TIP3P water molecules that extend 

upto 10 Å from the DNA on each side 

resulting into a rectangular box of 56 × 

59 × 60 Å. DAPI-DNA complex was 

charge neutralized by adding 17 Na+ 

ions (Note here that the docked 

structure contained two central ions 

and DAPI itself contains two positive 

charges, thus a total of only 17 Na+ ions 

were required for total charge 

neutrality of the system). This 

DAPI/DNA system contains a total of 

15592 atoms (Figure 7.10). System is 

relaxed prior to MD through energy 

minimization using steepest decent 

and conjugate gradient algorithms. 

 
 

Figure 7.9: Cartoon showing most stable binding site of DAPI inside groove of anti-parallel GqDNA 
(PDB entry 143D) obtained from docking study using Autodock-4.2. Left: DNA represented in ribbon 
mode. Right: Showing the molecular surface of DNA along with DAPI. 

     
 

Figure 7.10: Snapshot of simulation box consisting 
water (white-red dots), ions (yellow spheres) and DAPI 
(purple ball-and-stick) inside groove of anti-parallel 
GqDNA. GqDNA is represented as; sugar-phosphate 
backbone – cyan, G – blue, A – orange, and T – green. 
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During initial 10000 steps of energy minimization the DAPI-quadruplex system and ions 

were restrained with a force constant of 300 kcal mol-1 Å-2 and water molecules were 

minimized without any restraint. This was followed by restraint free energy minimization 

of 10000 steps to relax the entire system. After energy minimization, the entire system was 

subjected to several steps of equilibration process. First step of equilibration was performed 

in NVT ensemble for 50 ps by restraining DAPI-quadruplex complex and two central ions 

by a force constant of 50 kcal mol-1 Å-2, while water and outside 17 ions were kept free. In 

the same step, the system was heated over the course of 50 ps and temperature of the 

system was raised from 0 to 300 K using Langevin temperature control.57 The restraint on 

DAPI-quadruplex complex and two central ions was reduced down to 30 kcal mol-1 Å-2 in 

next 50 ps NVT ensemble. Further, 50 ps equilibration of the entire system was performed 

without any restraint in NVT simulation. Once the system is heated to production 

temperature and equilibrated properly, the density of the system was maintained by 

running another 100 ps of simulation in NPT ensemble. This equilibration process was 

extended by two cycles of 50 ps of NVT and 50 ps NVE runs. This was followed by final 

equilibration of the system by running 2 ns of simulation in NVE ensemble. All atom 65 ns 

of production simulations were performed in NVE ensemble where the DAPI-DNA 

complex was kept fully flexible. SHAKE algorithm58 was used to treat covalent bonds 

containing hydrogen atoms and particle-mesh Ewald (PME) sum for treating long range 

electrostatic interactions.59 The simulation step size was 2 fs. Trajectories over entire 65 ns 

of production run were saved at every 200 fs. Static picture representing the typical 

simulated system is given in Fig. 6.12. Analysis of the MD trajectories was done using 

codes written in FORTRAN-90 and IGOR Pro software. VMD60 and Chimera61 were used 

for trajectory visualization and picture making. 

 

7.4.3. Structural Analysis of DAPI/GqDNA Complex 

Occupancies of hydrogen bonds (H-bonds) formed between DAPI and GqDNA over entire 

simulation run have been calculated. Result showed that there are four long lived H-bonds 

that keep the DAPI intact in the grooves of GqDNA (Figure 7.11B). DAPI structure with 

their atom numbers is represented in (Figure 7.11A). A strong hydrogen bond between H32 

atom of indole-amidinium ring of DAPI and O2P of G14 in GqDNA with occupancy of 

92.1% and H-bond length of 2.90 Å was found over the entire simulation run. It was also 

found that the same atom (H32) forms another H-bond with O3’ of A13 of GqDNA with 

occupancy of 32.2% and H-bond length of 3.06 Å. H-bond was formed between atom H52 

attached to amidinium group in phenyl ring of DAPI and O2P of G16 of GqDNA with 48% 

occupancy and H-bond length of 2.78 Å. Atom H42 of DAPI was found to be hydrogen 

bonded to O2P of G16 of GqDNA with 47.8% occupancy (H-bond length of 2.78 Å). 

However, the strong bifurcated H-bond at the –NH site of indole ring in DAPI as reported 

in duplex-DNA was not observed in this case. Thus, larger groove-width and absence of 
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strong bifurcated H-bonds lead to 

weaker binding of DAPI to antiparallel 

GqDNA as compared to that in duplex 

DNA. Apart from these direct H-

bonds, several intermittent H-bonds 

mediated by water molecules are also 

formed between DAPI and GqDNA. 

Analysis of the MD trajectories shows 

that water molecules reside for more 

than 3 ns at four different hydration 

sites (I, II, III, IV) of DAPI-GqDNA 

interface near N2@G15, O4’@G15, 

O2P@G16 and O2P@G20 atoms of 

GqDNA (Figure 7.11C). Sites I, II and 

IV show few water exchange, while site 

III remained occupied by a water 

molecule with only one water 

exchange over the entire 65 ns of 

simulation. Beside these hydrogen 

bonds, the electrostatic interaction 

between negatively charged phosphate 

groups of GqDNA and positively 

charged amidinium moieties of DAPI 

also adds to the stability of DAPI inside 

the groove of GqDNA. To confirm the 

stable position of DAPI inside GqDNA 

the distance between centre-of-masses 

of DAPI and two central Na+ ions was 

calculated over 65 ns, which show 

average distance of ~11.45 Å (Figure 

7.11D).  

 

7.4.4. Electrostatic Interaction 
Energy Fluctuations and 
Solvation Correlation 
Function 

For direct comparison of experimental 

results with simulation, electrostatic 

interaction energy of DAPI with 

 

Figure 7.11: (A) Molecular structure of DAPI showing 
atom numbers. Hydrogen atoms attached to only 
nitrogen atoms are shown.  (B) DAPI-GqDNA structure 
showing most stable hydrogen bonds between DAPI 
and GqDNA. The H-bond distances and respective atom 
numbers are also shown in the picture. (C) Cartoon 
showing the four high residency hydration sites near 
interface of DAPI and GqDNA (see text for details). (D) 
Distance of and DAPI (center-of-mass) relative to the 
center-of-mass of the two central Na+ ions over entire 
65 ns simulation. Plot confirms that location of DAPI 
remains fixed (within ± 0.5Å) inside the groove of 
GqDNA.  
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charged/dipolar molecules in its surrounding was calculated from the MD trajectories. 

Damped Shift Force (DSF)62 sum method is used to calculate the electrostatic interaction 

energy of DAPI with the surrounding water molecules, ions and DNA, similar as used in 

earlier simulation studies of duplex-DNA.38,56,74 Effects of long range electrostatic 

interactions among atoms of the system are efficiently included by DSF sum method.62 

Furse and Corcelli have validated this method for calculating electrostatic interaction and 

energy and solvation correlation functions of probe in duplex-DNA.38,56,74 The electrostatic 

interaction energy using DSF method is calculated as follows. 
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where, qm is the charge of mth atom of the solute (here, ground-state DAPI charges), qn is the 

charge of the nth solvent atom, r is the interatomic distance between qm and qn, Rc is the cut-

off radius (r≤ Rc) and  is the damping factor that controls the convergence of the Coulomb 

sum over distance. In this work, Rc is defined as 26 Å (half of the box size) and  is chosen 

as 0.2 Å-1 (similar as used in simulation 

of duplex DNA).38,56,74 The electrostatic 

interaction energy of DAPI with water, 

DNA, ions and total system has been 

calculated over entire 65 ns of 

simulation and are plotted in (Figure 

7.12A). The plot shows large DNA and 

water energies which are strongly anti-

correlated to each other. Contribution 

of ion is however, found to be small. 

Total interaction energy fluctuation 

was then used to calculate the total 

equilibrium solvation correlation 

function, Csimu(t), as,34 

 

ሻݐ௦௜௠௨ሺܥ ൌ
〈∆ாሺ଴ሻ∆ாሺ௧ሻ〉೒
〈∆ாሺ଴ሻమ〉೒

       (7.5) 

where E(t) = (E(t) – E(t))g, is 

fluctuation in interaction energy of 

(ground-state) DAPI charges and 

partial charges of DNA, ions and water 

molecules relative to average energy. 

 
 
Figure 7.12: (A) Electrostatic interaction energy of 
DAPI with ions (red), water (blue), DNA (green) and 
total system (black) over 65 ns simulation calculated 
using DSF sum. Energies are calculated at 0.1 ps step. 
Energy fluctuations are smoothed with 50 ps running 
average for clarity in representation. (B) Comparison of 
“absolute” Stokes shifts of DAPI in GqDNA obtained 
from experiment and simulation. Limited time-
resolution of UPC setup (~270 fs) could not allow for 
extraction of dynamics by ~450 cm-1 at 100 fs, which 
leads to the deviation between experimental and 
simulation data below ~600 fs (see text for details). 
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 Solvation correlation functions calculated from equilibrium simulation, Csimu(t), can be 

compared directly to the non-equilibrium correlation function measured experimentally, 

Cexpt(t), within linear response approach.34,35 However, comparison of experimental and 

simulation data is not straightforward as Csimu(t) includes ~60-80% of fast inertial 

component which is absent in the experimentally measured dynamic Stokes shifts. Thus, 

for comparison, simulated absolute Stokes shift was calculated from the simulated 

correlation function as,35  

 
            ܵሺݐሻ ൌ ଴ܵߜ ൅ ሾ1ݏ െ  ሻሿ       (7.6)ݐ௦௜௠௨ሺܥ

where, S0 is the inertial component and ݏ is the total Stokes shift (simulated). Comparison 

of experimental and simulation absolute Stokes shift is plotted in Figure 7.12B. Matching of 

both the data is extremely good beyond ~600 fs which requires S0 = -5338 cm-1 and s = 

7400 cm-1. This indicates that inertial 

contribution (S0) of ~72% is subtracted 

from the total Stokes shift (simulated) 

for comparison to experimental data. It 

can be noted here that full extraction of 

dynamics in experimentally measured 

Stokes shift is limited by 450 cm-1 at 

100 fs due to limited time resolution of 

UPC setup (~270 fs) which leads to 

deviation in both data below ~600 fs 

(Figure 7.12B). Nonetheless, the 

agreement between experimental and 

simulated data (beyond ~600 fs) not 

only validates linear response theory,63 

but also confirms that the starting 

docked DAPI-GqDNA structure and simulation methodology used were correct. The 

absolute Stokes shift obtained from the simulated energy correlation function using 

equation 7.6 was fitted with a power law added with two exponential functions. The fit 

extracts power law relaxation (n = 0.14) with exponential time constant of 1.8 ps (similar as 

found in experiment) and another of 0.45 ps (Figure 7.13). Due to limited time resolution 

(~270 fs) of the experimental (UPC) setup, the fast component of 0.45 ps seen in simulation 

could not be resolved accurately in experimental Stokes shift data. 

 

7.4.5. Origin of Slow Dynamics 

To find the origin of slow power-law relaxation and exponential dynamics, Csimu(t) has 

been decomposed into partial correlations of DNA, ions and water molecules using linear 

 
 
Figure 7.13: Absolute Stokes shift of DAPI in G-
quadruplex DNA obtained from energy correlation 
function calculated from simulation trajectories (black 
line), fitted with power-law summed with two 
exponential relaxations (red line). 
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response decomposition (LRD) 

method.40 Within LRD method, Csimu(t) 

is expressed as sum of partial 

correlations functions of individual 

components as 36-41 

ሻݐ௦௜௠௨ሺܥ   ൌ ∑ 〈∆ா೔ሺ௧ሻ∆ாሺ଴ሻ〉

஼ሺ଴ሻ௜       (7.7) 

where i indicates individual 

component (i.e. water, ions and DNA 

proper) and C(0) is the total correlation 

at zero time. The partial correlations of 

DNA, ions, water molecules and total 

correlation are plotted in Figure 7.14A. 

It has been found that the fast 

exponential relaxation below ~10 ps is 

governed by water, whereas, both 

water and DNA contributes equally to 

the power-law relaxation in longer 

times. Such behaviour is also indicated 

by the strong anti-correlation between 

DNA and water energy (Figure 7.15) 

Signal-to-noise ratios in decomposed 

DNA and water correlation is not 

satisfactory beyond ~1 ns which 

requires averaging over many 

simulation runs to improve the quality 

of decomposed data. However, signal-

to-noise ratio for total correlation is 

good in the longer times that matches 

well with the experimental data 

(Figure 7.12B). Plots (Figure 7.14A) 

show that water contributes ~65% to 

the overall dynamics followed by 

contributions from DNA proper that 

shows nearly a power-law relaxation, 

whereas, the dynamic contribution 

from ion is almost negligible over the 

entire time range.  

 

Figure 7.14: Linear response decomposition (LRD) of 
total simulated correlation (black) into water (blue), 
DNA (green) and ion (red) correlations. (B) Spatial 
decomposition of water into first (within 4 Å), second 
(within 4 – 8 Å), third (within 8 – 12 Å) solvation 
shells, and bulk (>8 Å) around DAPI. Power-law type 
relaxation originates from second-shell water, while the 
fast relaxation together with long tail of slow dynamics 
originates from first-shell water. (C) Spatial 
decomposition of first-shell water into inner (within 7.5 
Å of DNA) and outer (beyond 7.5 Å of DNA) water that 
approximately separate the fast and slow relaxations of 
first-shell water-correlation, respectively. (D) 
Correlation from DNA parts (A13 – T17 and G20 – 
G22) that defines the DNA-correlation. 
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Spatial decomposition of water 

shell and DNA parts has been 

performed using LRD method in order 

to find the range of interaction of water 

molecules and DNA with ligand. 

Water shell is decomposed into first-, 

second-, third solvation shell and bulk 

water based on the criteria that oxygen 

atom of any water molecule that falls 

within a region of 4 Å from any atom 

of DAPI forms first solvation shell. 

Similarly, water within shell of radii 4-

8 Å, 8-12 Å and >12 Å forms second 

solvation shell, third solvation shell 

and bulk water, respectively.  

Contribution from the water 

molecules of respective shells are 

plotted in Figure 7.14B. It shows that 

the water molecules within 4 Å 

governs the fast exponential relaxation 

as well as long tail of slow dynamics 

and contributes to 62% of the total 

water contribution. More importantly, 

the water molecules residing in second 

shell shows nearly a single power-law 

relaxation (similar to DNA) and 

contributes to 37% of total water 

contribution. However, contribution of 

water molecules within third-shell and 

beyond is negligible. First-shell water 

molecules were further decomposed 

into its contributions from inner and 

outer water molecules based on LRD 

method in order to discern the 

contribution from the water molecules 

of the first shell that reside near and 

those reside away from the GqDNA 

molecule (Figure 7.14C). All those first 

shell water molecules around DAPI 

whose oxygen atoms fall within a 

 
 

Figure 7.15: Auto- and cross-correlations of water and 
DNA energy fluctuations. The large negative cross-
correlation between water and DNA energy suggest the 
cross-talk between water and DNA. 

 
 

 
Figure 7.16: DAPI-GqDNA complex with first 
solvation shell water molecules around DAPI. The inner 
(red) and outer (cyan) water molecules of the first-shell 
were separated by finding those water oxygen-atoms 
that come within 7.5 Å from DNA atoms: N7@G14, 
H21@G15 and N3@G15 shown in blue and black. 
Lower panel: The part of DNA that defines DNA-
correlation is shown as molecular surface. It is found 
that materials (water and DNA-parts) within ~9 Å of 
DAPI control the total dynamics in GqDNA. 
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region of 7.6 Å from N7@G14, H21@G15 and N3@G15 atoms of GqDNA were defined as 

inner water and the remaining first shell water molecules are termed as outer water (Figure 

7.16). It was found that over entire simulation run, ~9 inner water molecules and ~28 outer 

water molecules on average come near DAPI, and the fast and slow relaxation in the first-

shell water correlation can be approximately attributed to these outer and inner water 

molecules, respectively (see Figure 7.14C). Moreover, spatial decomposition of DNA 

showed that DNA parts consisting of A13-A17 and G20-G22 that come within a region of 9 

Å from DAPI, govern the DNA correlation (Figure 7.14D). A cartoon representing DNA 

parts and water molecules that control the total dynamics in GqDNA is shown in Figure 

7.16.52 

 

7.4.6. Sub-Diffusive Motion of 
Water near GqDNA 

It is difficult to provide a clear 

explanation to the dispersed solvation 

dynamics in biomolecules, therefore an 

attempt has been made to explain these 

anomalous dynamics in biomolecules 

by adopting various theoretical 

approaches.42-46,64-70 It has been found 

that the anomalous solvation dynamics 

in the proximity of biomolecules can be 

related to the nature of diffusion of 

water on the fractal geometry of 

biomolecules and/or on the rugged 

potential energy landscape formed by 

the biomolecules.43,46 Various other 

approaches to explain such behavior 

such as molecular jump water 

reorientation model42,70 and mode-

coupling theory (MCT)64 have also 

been proposed. Motion of water 

molecules on the rugged potential 

surface results into a situation where 

the distribution of residence times of 

nearby water molecules show power-

law tail, indicating that the trapping 

times of water molecules in local 

minima across the rugged potential 

 
Figure 7.17: Maximum residence times of all 4940 
water molecules that visit first solvation shell (A) and 
second solvation shell (B). The red dotted lines in insets 
show the lower limit above which the water molecules 
were considered for mean square displacement (MSD) 
calculations. (C) Distribution of residence times of all 
water molecules in first (red) and second (gray) 
solvation shells. The tails of distributions show linear 
dependence with time in log-log plot. 
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surface is broadly distributed.43,46 In such cases, the mean square displacement (MSD) of 

water in the vicinity of biological macromolecules follows sublinear diffusion as, 

〈ሻଶݐሺݎ∆〉 	ൎ ߙ ఈ withݐ	ܣ ൏ 1.43,44,66-69 

Residence time for the water molecules that come within first and second solvation 

shells around DAPI has been calculated. In this case, residence time was defined as a time 

during which each water molecule resides in a solvation shell for a minimum 1 ps. It is 

found that both the first and the second shells are visited by all 4940 water molecules some 

time or the other within the entire course of simulation. Maximum residence times for all 

4940 water molecules in first and second solvation shells are plotted in Figures 7.17A, 

7.17B. It is very interesting to note that there are several water molecules which reside in 

first shell with a residence time >1 ns and many in second shell with residence time >100 ps 

(Figures 7.17A, 7.17B). The residence time of water molecules at four hydration sites near 

DAPI/GqDNA interface was found to be even >3 ns (see Figure 7.11C). Distribution of 

residence times of water molecules in the first and second shells show power-law response 

in longer times. Such power-law behaviour may indicate that GqDNA perturbs motion of 

hydration water in such a way that it leads to broadly distributed activation barriers for 

water molecules to exchange between different sites, thus resulting into relaxation times of 

solvent molecules that are widely 

dispersed (see Figure 7.19 below). In 

order to check the sublinear 

(translational) diffusion of water, MSD 

(time averaged) of water molecules 

residing in first solvation shell for more 

than 1 ns was calculated. The result 

shows that MSD follows ~t0.91 

illustrating sublinear diffusion (Figure 

7.18A). Small deviation from normal 

diffusion ሺߙ ൌ 1ሻ may indicate that 

most of the first shell water molecules 

are mobile and responsible for the fast 

exponential relaxation (~2 ps).  In fact, 

it was found that a subset of water 

molecules residing in first solvation 

shell follows MSD of ~t0.43 which 

explains the origin of the slow tail of 

dynamics of the first-shell water 

correlation (Figure 7.18A). Theoretical 

modelling of biological system involves 

population splitting of diffusion 

particles.66-69,71 For example, using 

 
 

Figure 7.18: Mean square displacements (MSD) of 
first-shell (A) and second-shell (B) water molecules 
which are chosen based on the residence times > 1 ns 
and >110 ps, respectively (see insets in A and B). MSD 
was calculated at 1 ps step. First-shell water molecules 
show sublinear diffusion with MSD ~t0.91, while a 
subset of these water molecules shows MSD ~t0.43. 
Second-shell water show sublinear diffusion with MSD 
~t0.49. 
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aging renewal theory, it has been shown that for processes which are non-stationary, time 

aging can induce splitting of the population of diffusing particles based on their 

mobility.69,71 Sub-diffusive motion of water molecules at lipid membrane surface has been 

shown to exhibit such aging effect.72 Similar situation of population splitting of diffusing 

water molecules seems to hold in the present GqDNA system as well. MSD of second-shell 

water molecules with residence time >110 ps follows ~t0.49 showing highly sublinear 

behavior (Figure 7.18B). Based on the above results and observations, it is concluded that 

water molecules may have different trapping times on the rugged potential surface 

showing broad distribution of the residence time, thus resulting into the dispersed power-

law solvation dynamics in GqDNA. A representative cartoon showing similar (possible) 

situation of the water molecules near GqDNA is presented in Figure 7.19. 

 

7.4.7. DNA Force-Field Dependence of Solvation Correlation Function 

Three different DNA force-fields (parm99, parmbsc0 and parmbsc0OL4) were used earlier to 

model antiparallel GqDNA in solution – so as to capture its structural and dynamical 

properties accurately.73 The new refined force field for nucleic acids (parmbsc0OL4) with 

proper parameterization has been proposed to model the X-ray structure of antiparallel 

GqDNA in a better way as compared to other DNA force fields.73 However, it is rather 

difficult to indicate which force field will reproduce solvation dynamics in GqDNA. 

 
 
Figure 7.19: Representative cartoon depicting the situation of perturbed water molecules on rugged 
potential surface near DNA. Water with broad distribution of residence times can have different trapping 
times at local minima and different exchange rates ki’s between minima on the rugged potential surface, 
which can ultimately lead to the observed dispersed (power-law) solvation dynamics in DNA. 
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Therefore, all the three force fields 

have been tested separately in order to 

reproduce the solvation dynamics in 

GqDNA observed experimentally. It 

was found that among the given force 

fields, parm99 reproduces experimental 

solvation dynamics in GqDNA, probed 

by groove-bound DAPI, more 

accurately as compared to other two 

force fields. Comparison of 

experimental and simulated “absolute” 

Stokes shifts of DAPI using the three 

force fields is shown in (Figure 7.20). 

Further studies are required to explore 

the reason behind such discrepancies 

among the results obtained from using 

these three force fields. 

 

 7.4.8. Reproducibility of 
Simulation data using parm99 
Force Field 

Reproducibility of simulation results 

was checked by performing a separate 

set of 50 ns MD simulation which was 

started from a different equilibrated 

structure (at 3 ns) and trajectories were saved at every 200 fs. Fluctuation of electrostatic 

interaction energy calculated between DAPI and the surrounding water molecules, ions 

and DNA using DSF sum method is shown in Figure 7.21A. It has been found that the 

relative energy contribution of individual component and total system over entire 50 ns of 

the run is very similar to the first set of 65 ns simulation (Figure 7.12A). Simulated absolute 

Stokes shift was calculated from the energy correlation function of the second MD run of 50 

ns and compared to the experimental result that matches extremely well (Figure 7.21B). 

Total energy correlation of the system was decomposed into its individual components of 

water, DNA and ions based on linear response decomposition method (Figure 7.21C). The 

dynamic contributions obtained from individual components of second set of MD to the 

total dynamics were found to be similar as seen in first set of MD simulation. 

 Research in the field of G-quadruplex DNA is developing rapidly as it acts as a target 

for anticancer drugs. Thus, potential to target these quadruplex structures with ligands for 

effective cancer therapy requires detail understanding of the drug solvation inside DNA. 

 
 

Figure 7.20: Comparison of “absolute” Stokes shift 
obtained from TRFSS experiment and calculated from 
simulation using force-fields: (A) parm99 (B) parmbsc0 

and (C) parmbsc0OL4. The best matching is found with 
parm99 force-field. Hence the data obtained with this 
force field are presented in the manuscript. 
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Such a study is presented in this 

chapter by directly comparing the 

TRFSS experimental and simulation 

results. These results reveal that 

water near biomolecules (hydration 

water) plays very crucial role in 

solvating ligand inside GqDNA. 

Dispersed relaxation of water 

molecules showing power-law 

feature near GqDNA may hold 

important biological impacts that can 

be related to the interaction of 

dipolar/charged molecules with 

DNA. The slow hydration dynamics 

around DNA may actually 

participates directly in capturing 

macromolecules and 

(dipolar/charged) ligands from bulk 

and solvating them in between DNA 

bases or near/inside DNA grooves. In 

fact, drug binding to duplex-DNA 

was found to be facilitated by the 

dynamics of water uptake/release.75 

Such dispersed dynamics of 

hydration play direct role in defining 

processes that occurs on complex 

free-energy surface.75 Moreover, the 

telomeric ends of DNA that are 

exposed toward cellular water may 

further facilitate the functioning and 

interaction of GqDNA with drugs. 

Nevertheless, further combined 

experimental and simulation studies 

are required for complete 

understanding of dispersed dynamics 

in DNA, such as the effect of GqDNA 

and ligand structures on the solvation 

response inside GqDNA. The next 

chapter sheds light on such effects on 

solvation response in GqDNA.   

 
 

Figure 7.21: Reproducibility of simulation results: (A) 
Contributions of interaction energy of DAPI with ions 
(red), water (blue), DNA (green) and total (black) over 50 
ns simulation run, calculated using DSF sum. Energies 
are calculated at 0.2 ps step, smoothed with 50 ps running 
average. Similar to the other run, the anti-correlation 
between water and DNA is very strong over entire 50 ns. 
(B) Direct comparison of absolute Stokes shifts of DAPI 
in GqDNA obtained from experiment and second-set of 
simulation run. Matching of two data is extremely good in 
times > ~1 ps. This is because of the lower time 
resolution (0.2 ps) of simulation data points compared to 
the other set of data. (C) Linear response decomposition 
of total energy correlation into individual components, 
i.e., water, ions and DNA. As seen in Figure 8 in main 
manuscript, we find similar features for the individual 
correlations calculated from the second-set of simulation 
run. 
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Chapter 8 
 

Solvation Dynamics in G-quadruplex DNA: Dependence 
on Quadruplex and Ligand Structures 

 

 

The previous chapter showed that solvation dynamics in anti-parallel G-quadruplex DNA 

(GqDNA) is dispersed which follow power-law dynamics (summed with exponential 

relaxation). Direct comparison of TRFSS results to MD simulation showed matching of 

experimental and simulation results extremely well. Deuterium effect on experimental 

solvation response and decomposition of total simulated solvation correlation function into 

dynamics of individual components clearly showed that perturbed water, together with 

local DNA motion, defines the dispersed power-law dynamics in anti-parallel GqDNA. 

However, it is not known how such dynamics depend on the GqDNA and ligand 

structures as well as ligand binding positions and modes to different GqDNA. This chapter 

sheds light on such important questions, showing that there are only minimal effects of 

these parameters on solvation response inside GqDNA which eventually lead to dispersed 

power-law solvation response in different GqDNA structures.    

 

8.1. Introduction 

Self-assembly of repetitive guanine rich sequences leads to formation of non-canonical G-

quadruplex structures (GqDNA) in presence of cations such as Na+ or K+. Formation of 

quadruplex structures are also induced by ligands (small molecules).1-4 As discussed in 

previous chapter, stability to such non-canonical structures is provided by Hoogsteen-type 

hydrogen bonds formed between guanine, thus adopting several topological form such as 

parallel, anti-parallel, hybrid, etc. (Figure 8.1).1-4 Studies have indicated that quadruplex 

DNA can be formed in the promotor region of many oncogenes and at the telomeric ends.1-

3 Quantitative visualization of such structures inside human cells have been reported by 

recent studies.5 Due to their utility as a promising target for anti-cancer drug, quadruplex 

structures have attracted tremendous attention of late with an aim to synthesize and 

develop ligands which can specifically target such DNA forms. Furthermore, various 

ligands with specific selectivity towards quadruplex structure have been used to explore 

structural changes and reactivity of these forms,6,7 and also to find their importance in 

several label-free assays in order to monitor exonuclease activity,8 protein tyrosine kinase9 

and helicase activity.10 In comparison to duplex-DNA, quadruplex DNA is structurally 

more diverse. Moreover, recent studies have shown that alteration in local 

solvation/hydration have severe impacts on the structure of quadruplex DNA,11,12 as well 

as on the binding affinity of ligands towards them.13 However, hydration/solvation 
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dynamics around quadruplex DNA was not much explored till recently by our research 

group.31 Previous chapter discussed these results on solvation dynamics of groove bound 

ligand (DAPI) to antiparallel human telomeric GqDNA. This study showed that the 

dynamics in antiparallel GqDNA follows a power-law relaxation added with fast 

exponential relaxation over five decades of time (from 100 fs to 10 ns), showing similar 

dynamics as seen in duplex-DNA. Directly comparing the experimental and MD 

simulation results and decomposing the energy correlation functions (simulated) revealed 

that the dispersed solvation dynamics in GqDNA is controlled by water molecules, 

including parts of DNA, that come within a region of ~9 Å of DAPI.31 However, it is still 

not known how the probe structures and locations as well as different GqDNA structures 

affect the hydration/solvation dynamics in different GqDNA structures. 

 This chapter tackles these issues by measuring the solvation dynamics in parallel c-

Myc (mPu22) G-quadruplex DNA, probed by non-covalently attached ligand, Hoechst 

from 100 fs to 10 ns,32 and comparing the same with the previous dynamic Stokes shifts of 

groove bound DAPI to the antiparallel human telomeric (hTelo22) quadruplex DNA 

discussed in the preceding chapter.31 It has been found that the dynamic Stokes shift of 

Hoechst in parallel GqDNA follows power-law relaxation, summed with an exponential 

relaxation of 2 ps. The two ligand/GqDNA systems follow a power-law relaxation with 

only small difference in the power law exponents. Data shows an exponent of 0.06 for 

Hoechst/parallel GqDNA complex, whereas 0.16 for DAPI/antiparallel GqDNA 

complex.32 Tight binding of Hoechst to parallel GqDNA is confirmed by steady state 

fluorescence and time-resolved anisotropy decay measurements, which shows a binding 

constant of ~1 x 105 M-1. An equilibrium 50 ns simulation performed using docked Hoechst 

in parallel GqDNA shows that Hoechst binds near G13 and G4 residues of the outer G-

tetrads through end stacking. Binding of Hoechst in parallel mPu22 GqDNA was found to 

be different from the groove binding of DAPI in anti-parallel hTelo22 GqDNA. Based on the 

 
 
Figure 8.1: Schematic representation of various G-quadruplex structures formed in presence of different 
ions and small molecules (ligands). Loops of these structures are coloured in black, whereas syn- and 
anti-guanines are coloured in red and violet, respectively. 
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previous experimental and simulation results,31 the fast exponential relaxation of 2 ps has 

been assigned to the motion of water molecules that are weakly perturbed by parallel 

mPu22 GqDNA, whereas, the coupled dynamics of DNA part and water molecules in the 

proximity of Hoechst inside parallel GqDNA control the power-law relaxation.32 

 

8.2. Materials and Methods 

8.2.1. Experimental Methods 

Hoechst 33258 (bisbenzimide) was from Sigma-Aldrich and used without further 

purification (Figure 8.2A). Desalted 22-mer single stranded c-Myc (mPu22) DNA of 

sequence 5'-TGAGGGTGGGGAGGGTGGGGAA-3' was from Integrated DNA Technology 

(IDT). G-quadruplex samples were made by annealing 22-mer oligonucleotide in Tris-HCl 

buffer (10 mM) of pH 7.2 in presence of 100 mM KCl from 95 °C to room temperature (25 

°C) over duration of ~5 hours. CD spectrum obtained for the sample confirms the 

formation of parallel quadruplex structure (Figure 8.2B) which shows negative peak at 

∼243 nm and a sharp dominant positive peak at ∼265 nm.14 

 Prior to Hoechst/GqDNA sample preparation for time-resolved measurements, 

binding kinetics of ligand (Hoechst) to parallel mPu22 GqDNA structure was checked by 

titrating parallel mPu22 GqDNA against Hoechst of constant concentration (Figure 8.3B). A 

ratio of 50:1 for [mPu22]/[Hoechst] sample was chosen for time-resolved measurements 

where Hoechst fluorescence nearly saturates (see Figure 8.3). It is expected that all of the 

Hoechst molecules are bound to 

parallel quadruplex structure at this 

ratio. Concentration of Hoechst and 

mPu22 GqDNA was kept at 20 µM and 

1 mM, respectively for measurement in 

UPC, whereas the concentrations of 

Hoechst was kept at 1 µM and mPu22 

was kept at 50 µM for TCSPC 

measurements. Two other samples of 

[mPu22]/[Hoechst] = 80:1 and 45:1 

were used to check the concentration 

dependence on measured fluorescence 

decays. Fluorescence decays were 

identical for both these ratios, 

indicating that either all the ligands 

(Hoechst) are bound to mPu22 

GqDNA, or the presence of small 

fraction of free dye (if any) doesn’t 

 

Figure 8.2: (A) Representation of Hoechst 33258 
structure with atom names. (B) Formation of parallel 
GqDNA by mPu22 sequence in ionic condition of 100 
mM KCl is confirmed by CD spectroscopy. 
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have any effect on the overall decay of Hoechst-DNA complex. To cover broad time-range 

of dynamics, fluorescence decays of the sample were collected in UPC and TCSPC setups. 

Finally, the TRES and dynamic Stokes shifts from 100 fs to 10 ns of the ligand bound to 

parallel GqDNA were calculated following procedures discussed in chapter 3.    

 

8.2.2. Simulation Methods 

8.2.2.1. Molecular Docking 

Because of the absence of NMR/crystal structure of Hoechst/mPu22 complex, Hoechst was 

docked onto parallel Pu24 quadruplex structure obtained from protein data bank (PDB id 

2A5P)15 using AutoDock 4.2 before running 50 ns of equilibrium simulation.16  AutoDock 

Tools (ADT) assign Gasteiger charges to Pu24 GqDNA structure after merging the 

nonpolar hydrogen with their corresponding carbons. Rotatable bonds of ligand were 

detected by ADT and Gasteiger charges were assigned. Autogrid creates an active box of 40 

Å x 40 Å x 40 Å based on a grid spacing of 0.375 Å, placed at the center of quadruplex 

structure. Lamarkian genetic algorithm was used for docking calculation. A population of 

random individual (population size: 150) was used with 2500000 energy evaluations. 

Mutation rate of 0.02 and a maximum number of 27000 generations were used. Fifty 

independent conformations were performed for Hoechst binding to Pu24 quadruplex 

structure. Resulting positions were clustered based on root mean square criterion of 0.5 Å. 

Finally, the lowest free energy conformation obtained from the docking was used to 

perform 50 ns of simulation. 

 

8.2.2.2. Molecular Dynamics Simulation 

MD simulation on final docked Hoechst/mPu22 GqDNA system had been carried out 

using standard force field for nucleic acids (Parm99+bsc0) in AMBER-14.17 Atomic (ground 

state) charges and molecular mechanic force field parameters for Hoechst were taken from 

a previous study.18 Since the PDB of Pu24 structure contains one inosine in the central 

position of the sequence instead of guanine, thus inosine was modelled with the force field 

parameters obtained from an earlier study by Lankas.19 Cubic box of TIP3P (8077) water 

molecules was used to solvate Hoechst/mPu22 complex with a buffer extending upto 10 Å 

in each direction from GqDNA structure. Charge of entire Hoechst GqDNA complex was 

neutralized by adding 22 K+ ions. This Hoechst-GqDNA system contains 25092 atoms. 

After the system was solvated and charge neutralized, it was subjected to 10000 steps of 

energy minimization using steepest decent as well as conjugate gradient algorithms 

keeping Hoechst/GqDNA system and counter-ions fixed with a restraint of 300 kcal mol-1 

Å-2, followed by restraint free energy minimization of the system for another 10000 steps. 

The entire system was heated from 0 K to 300 K using Langevin temperature20 control in 

NVT ensemble for 50 ps, keeping a restraint of 25 kcal mol-1 Å-2 on GqDNA and Hoechst. 
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Proper density of the system was maintained by running simulation of 20 ps with a 

restraint of 25 kcal mol-1 Å-2 on GqDNA and Hoechst in NPT ensemble. The restraint on 

Hoechst GqDNA complex was reduced from 25 kcal mol-1 Å-2 to 5 kcal mol-1 Å-2 in next 

four cycles of 20 ps simulation in NPT ensemble. Further the system was equilibrated with 

150 ps of simulation in NVT ensemble. This was followed by another 50 ps simulation in 

NVE ensemble. Final equilibration of the system was performed by running 2 ns of 

simulation in NVE ensemble. After the system was minimized and equilibrated properly, it 

was subjected to 50 ns of all atom production simulation using ground state charges of 

Hoechst molecules, where the entire system was kept flexible, using CPU codes of pmemd 

modules in AMBER-14. SHAKE algorithm was used to treat the covalent bonds containing 

hydrogen atoms, whereas particle-mesh Ewald (PME) were used to take proper care of 

long range electrostatic interactions.21 Step size of simulation was kept at 2 fs and the 

trajectories were updated at an interval of 1 ps. CPPTRAJ of AMBER-14 and Igor Pro 

software were used for the final analysis of the MD trajectories. Chimera34 and VMD33 were 

used for figures preparation and visualization of the MD trajectories. 

 

8.3. Results and Discussions 

8.3.1. Steady-State Fluorescence Data 

Steady-state fluorescence spectra of Hoechst/mPu22 were collected by exciting the sample 

at 375 nm. Quinine sulphate is used as standard to correct fluorescence spectra.22 Steady-

state fluorescence spectra give the first-hand information about the local interaction of 

solute with the charged molecules in complex environment. Non-radiative processes 

involving rotation along the bisbenzimide linkage results in very low fluorescence 

quantum yield of Hoechst in water (~0.034).23 On binding to parallel mPu22 GqDNA, 

fluorescence intensity of Hoechst increases ~80 folds, compared to buffer, resulting into 

blue spectral shift by ~32 nm. Relative fluorescence spectra of Hoechst bound to mPu22 

GqDNA structure and in buffer are shown in Figure 8.3A, whereas the result of titration of 

Hoechst with varying concentration GqDNA is plotted in Figure 8.3B.  These results 

illustrate that local environment inside DNA is critical for enhancing and shifting the 

fluorescence of Hoechst upon binding to parallel GqDNA. Similar effect was seen in case of 

Hoechst/c-Myc GqDNA complex earlier,24 though the change in quantum yield was lower 

than that found in the present case. 

 

 

8.3.2. Binding Constant of Hoechst to mPu22 GqDNA 

Hoechst binds to parallel mPu22 GqDNA structure with a binding constant (Kb) of 1 x 105 

M-1 which is calculated by fitting the binding isotherm of Hoechst to parallel quadruplex 

structure utilizing a kinetic model given by Maiti et al. (see Figure 8.3B)24 Hoechst binds to 
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mPu22 with an affinity smaller than 

that reported for Hoechst in human c-

Myc DNA.24 However, binding 

constant (Kb) of Hoechst to mPu22 is 

very similar to the one reported for 

DAPI in antiparallel hTelo22 structure 

(2.7 x 105 M-1).31 

 

 

8.3.3. Fluorescence Anisotropy 
Decay 

Direct information about fluorophore 

binding to a macromolecule can be 

extracted from fluorescence anisotropy 

decay. Anisotropy decays for Hoechst 

bound to parallel mPu22 GqDNA 

structure and in buffer were measured 

by exciting the sample at 375 nm using 

TCSPC setup. Fluorescence anisotropy 

decay (Figure 8.3C) confirms the tight 

binding of Hoechst to mPu22. 

Anisotropy decay of free Hoechst in 

buffer and Hoechst/mPu22 complex 

can be very well modeled with an 

exponential decay function which 

shows a rotational time constant of 0.47 

ns and 6 ns for Hoechst in buffer and 

Hoechst/mPu22 complex, respectively 

(Figure 8.3C). Anisotropy decay of 

Hoechst/mPu22 complex doesn’t show 

any fast component which rules out the 

possibility of contribution from free 

dye. It also reveals that Hoechst binds 

to mPu22 in such a way that it doesn’t 

give rise to any fast local rotational 

motion that could affect the anisotropy 

decay at least within the measured 

time window using TCSPC setup.  

 Hydrodynamic radii of Hoechst 

 
 
Figure 8.3: (A) Fluorescence spectra (corrected) of 
Hoechst bound to parallel mPu22 GqDNA (red) and in 
buffer (blue). Fluorescence intensity of Hoechst 
increases ~80 folds upon binding to mPu22 along with 
shift in spectra towards blue side by ~32 nm. (B) 
Binding isotherm of end-stacked Hoechst to parallel 
GqDNA obtained by titrating constant concentration of 
Hoechst (1 µM) against varying concentration of 
GqDNA. The data is fitted using the kinetic model 
proposed by Maiti et al. which is shown by lines 
through the data points.64 Hoechst binds to parallel 
mPu22 by a binding constant of 1 × 105 M-1. Error bars 
shown in the plots are obtained by repeated 
measurements at few concentration ratios. (C) 
Anisotropy decays measured for Hoechst bound to 
mPu22 GqDNA (red) and free Hoechst in buffer (blue). 
Anisotropy decay is modelled with single exponential 
shown by line through data. Inset shows semi-log plot 
indicating pure single exponential decays. 
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and Hoechst/DNA complex were calculated using rotational time constant through 

Stokes-Einstein-Debye relation assuming spherical shapes of dye and dye-DNA complex22 

as, 

 

        ܴ௛ ൌ ට
ଷ௞்ఛೃ
ସగఎ

య
    (8.1) 

where T is absolute temperature, k is Boltzmann’s constant, and  is the solvent viscosity. 

The hydrodynamic radius for free Hoechst and Hoechst mPu22 complex are found to be ~8 

Å and ~19 Å, respectively. These sizes are in agreement with the sizes of Hoechst and 

Hoechst mPu22 complex (approximately) obtained from physical sizes of the systems 

obtained in MD simulation. 

 

 

8.3.4. Binding site of Hoechst in mPu22 

Phan et al. reported the possible binding site of Hoechst to human c-Myc promoter (Pu24) 

GqDNA structure in the solution NMR.25 Monitoring the broadening and shifting of the 

signal from imino proton of guanine, which is present near the binding site of Hoechst, 

they suggested that several stacking configurations near G13 residue of Pu24 structure 

keeps Hoechst intact to the parallel Pu24 GqDNA.25 However, the structure of Hoechst 

bound to Pu24 was not available, therefore Hoechst was docked to the Pu24 GqDNA 

structure obtained from protein data bank (PDB id. 2A5P). The most energetically stable 

configuration of Hoechst/GqDNA complex was further used to run 50 ns of production 

simulation in AMBER-14. (Note here that the presence of two additional guanines residues 

at the end of Pu24 is the only difference between the base sequences of the two structures; 

Pu24 and mPu22. Since these two guanines are located far away from the binding site of 

Hoechst, thus their presence did not affect Hoechst binding.) Simulation result shows that 

Hoechst end-stacks to Pu24 near G4, G8, G13 and G17 residues of outer G-tetrad (Figure 

8.4). In fact it was observed that imidazole ring which is linked to phenol part of Hoechst 

stacks over G13 as anticipated from experiment,25 whereas, the benzimidazole ring of 

Hoechst connected to piperazine ring resides near G4 and is found to be rotated in a way 

such that it occupies a plane perpendicular to the rest of the Hoechst structure. It was also 

observed that piperazine ring is not in plane with the attached benzimidazole ring; rather it 

is deviated as shown in Figure 8.4. However, the entire Hoechst structure was found to be 

shifted towards the G17 residue of the same G-tetrad after ~ 30 ns of simulation. This may 

indicate that Hoechst binds near the outer G-tetrad of Pu24 GqDNA structure with 

multiple stacking conformations as anticipated by the NMR results.25 Nevertheless, 

Hoechst structure (RMSD) was found to be similar throughout the simulation (Figure 8.5). 

It was also found that the indole ring of the Hoechst stays in a plane almost parallel to the 

outer G-tetrad of GqDNA throughout the entire 50 ns simulation. Hydrogen bonds (H-

bonds) provide stability to Hoechst which are formed between Pu24 GqDNA structure and 
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Hoechst: O6 atom of G13 is H-bonded 

to HN3 atom of imidazole nitrogen 

(N3) of dye with an occupancy of ~ 

88%, O2P atom of G17 forms H-bond 

with an occupancy of ~ 33% to HO 

group of Hoechst, HN1 atom of 

imidazole nitrogen (N1) shows a H-

bond formed with O5’ and O4’ atoms 

of T1 with an occupancy of ~ 31% and 

~ 21%, respectively. It is also H-bonded 

to N7 atom of A3 with ~30% 

occupancy (see Figure 8.4A). The 

presence of H-bonds, together with 

electrostatic interactions and π-

stacking, facilitate tight binding of 

Hoechst to the parallel GqDNA. 

 Numbers of water molecules in 

first, second and third solvation shells 

of Hoechst were calculated as those 

water molecules that come within 4 Å, 

4 Å to 8 Å and 8 Å to 12 Å from any 

atom of Hoechst, respectively. The 

average numbers of water molecules 

occupying the first, second and third 

hydration shells has been found to be 

~45, ~209 and ~590, respectively. Thus, 

due to presence of large number of 

water molecules, Hoechst remains 

highly hydrated in the parallel 

quadruplex structure. Moreover, it also 

indicates that probably hydration 

dynamics plays vital role in stabilizing 

Hoechst inside parallel mPu22 GqDNA 

structure, similar as found in previous 

chapter in case of groove-bound DAPI 

in antiparallel hTelo22 GqDNA. 

 

 
 

Figure 8.5: Root mean square deviation (RSMD) of 
Hoechst bound to parallel quadruplex structure over 
entire 50 ns simulation. 

 

 
Figure 8.4: (A) Cartoon representing Hoechst binding 
site within mPu22 quadruplex structure, stability to 
which is provided by formation of hydrogen bonds 
between mPu22 and Hoechst (see side view). (B) 
Hoechst binds to parallel GqDNA through end-stacking 
to one of the outer G-tetrad formed by G4, G8, G13 and 
G17 near G13 and G4. 
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8.3.5. Time-Resolved Fluorescence Data 

Fluorescence decays of end-stacked Hoechst in parallel mPu22 GqDNA at different 

wavelengths, distributed over entire steady-state spectrum, were collected in UPC and 

TCSPC techniques to monitor dynamic Stokes shifts from ~100 fs to 10 ns. Figure 8.6 shows 

the fluorescence decays along with their multi-exponential decays fits, measured using 

TCSPC and UPC techniques. Decays exhibit fast decay at the shorter wavelengths, rise 

followed by decay at longer 

wavelengths. Fluorescence decays 

were fitted with the sum of three 

exponentials. TRES constructed using 

the fitted parameters obtained from the 

wavelength dependent decays of UPC 

and TCSPC, using steady state 

spectrum (as described in chapter 3), 

were combined to cover broad range of 

time from ~100 fs to 10 ns (Figure 

8.7A). TRES shown in Figure 8.7A also 

includes time-zero spectrum of the 

sample measured at -78 ˚C. It can be 

clearly seen that due to limited 

temporal resolution of UPC setup 

(~270 fs), even at 100 fs diffusive 

solvation dynamics cannot be fully 

extracted relative to the time-zero glass 

spectrum. Merging of the TRES from 

100 fs to 300 ps obtained through UPC 

and ~30 ps to 10 ns obtained by TCSPC 

setup give rise to the similar dynamic 

Stokes shifts in the overlapped time 

range. Figure 8.7B shows excellent 

overlapping of the Stokes shift (1st 

moment frequency shift) within the 

common time points (from ~30 ps to 

~300 ps), obtained from both 

techniques. However, the Stokes shifts at the time points <~100 fs for UPC data and <~30 

ps for TCSPC data were not reliable because of the limited time resolutions of these 

techniques. 

 

 

 
 
Figure 8.6: (A) Fluorescence decays of end stacked 
Hoechst to mPu22 GqDNA at different wavelength 
measured using time-correlated single photon counting 
(TCSPC) technique. Decays were fitted by sum of three 
exponentials indicated by the lines through data. Inset 
shows semi-log plot of same data. To minimise 
clumsiness, only 10 out of 20 measured decays are 
shown. (B) Wavelength dependent decays collected 
using fluorescence up-conversion (UPC) technique. 
Decays were modelled with sum of three exponentials. 
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8.3.6. Comparison of dynamic 
Stokes Shifts in Parallel and 
Antiparallel GqDNA 

‘Absolute’ Stokes shift of end-stacked 

Hoechst in parallel GqDNA structure 

was calculated using equation 3.24 (see 

chapter 3) and compared with the 

absolute Stokes shift of groove bound 

DAPI in antiparallel hTelo22 GqDNA 

structure (Figure 8.8A). The plots show 

that, relative to time zero spectrum, the 

total Stokes shift of end-stacked 

Hoechst in parallel GqDNA is larger 

(2785 cm-1) as compared to groove 

bound DAPI in antiparallel GqDNA 

(2051 cm-1) from 100 fs to 10 ns. Figure 

8.8B shows comparison of solvation 

correlation function C(t) of both, 

Hoechst/mPu22 and DAPI/hTelo22 

systems, constructed using the absolute 

Stokes shifts in Figure 8.8A as, 

 

ሻݐሺܥ    	ൌ ௌሺଵ଴	௡௦ሻିௌሺ௧ሻ

ௌሺଵ଴	௡௦ሻ
  (8.2) 

The difference in the absolute Stokes 

shift of both the system could have 

arisen from the characteristic feature of 

the ligands, because environment polarity dependent spectral shifts of Hoechst are larger 

than that of DAPI (discussed in chapter 5). Also, different local environments experienced 

by end-stacked Hoechst and groove-bound DAPI in parallel mPu22 and antiparallel hTelo22 

structure, respectively, can give rise to such differences in the total dynamic Stokes shifts. It 

can also be seen from Figure 8.8 that in comparison to the Stokes shifts of DAPI in 

antiparallel structure at longer times, Hoechst shows a bit more stretched rate of Stokes 

shifts in parallel GqDNA structure.32 The Stokes shifts of end-stacked Hoechst to parallel 

GqDNA structure was fitted with a power-law added to an exponential relaxation, similar 

as used to model groove bound DAPI data in previous study.31 
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Figure 8.7: (A) Time-resolved emission spectra of end-
stacked Hoechst to parallel quadruplex DNA from 100 
fs to 10 ns obtained from UPC and TCSPC data. Time-

zero glass spectrum measured at -78 C is also plotted. 
(B) First-moment frequency shifts of TRES obtained 
from TCSPC (blue) and UPC (red), showing overlap of 
TCSPC and UPC data at common time-points. Repeated 
measurements of Hoechst-mPu22 GqDNA dynamics in 
TCSPC and UPC setups give the estimated error bars 
(±SD). 
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The fit to Hoechst/mPu22 data using 

equation 8.3 extracts S∞ = 4750 cm-1, t0 

= 90 fs, a = 0.86, n = 0.06, b = 0.14 and  

= 2 ps. The obtained parameters reveal 

that the solvation dynamics around 

Hoechst in parallel GqDNA also shows 

dispersed dynamics that follow power-

law relaxation of exponent 0.06, 

summed with exponential relaxation of 

2 ps. Dynamics of solvation in neat 

water completes within ~1 ps,26 such 

hydration dynamics around 

biomolecular surface gets retarded by a 

factor of 2-3.27 The fast exponential 

time constant of 2 ps obtained for 

Hoechst/mPu22 system was found to 

be similar as in the previously 

discussed groove-bound DAPI to 

antiparallel GqDNA system (chapter 

7).31 In fact, previous MD simulation 

results on DAPI/hTelo22 system 

showed that the fast exponential 

relaxation of 2 ps originates from the 

motion of water molecules of first 

solvation shell that come within a 

region of 4 Å from DAPI.31 The present case of Hoechst/mPu22 system is expected to show 

similar effects; thus, time component of 2 ps was assigned to the weakly perturbed 

dynamics of interfacial water molecules around Hoechst by parallel GqDNA structure.32 

Importantly, from MD simulation trajectories, it was found that end-stacked Hoechst inside 

mPu22 has access to large number of water molecules (~45, ~209, ~580 in the first, second 

and third solvation shells, respectively), whereas the water molecules that come near 

groove-bound DAPI in antiparallel hTelo22 GqDNA structure were somewhat smaller in 

number (~34, ~56, and ~103 in first, second and third shell, respectively: chapter 7).31 

Regardless of the differences in the number of water molecules, the result suggests that the 

hydration layers around Hoechst/mPu22 complex were perturbed by mPu22 structure in a 

way similar to DAPI/hTelo22 GqDNA system, (possibly) showing similar relaxation of 

water molecules near the GqDNA.32 

 However, a subtle difference in the power-law exponent is seen in both the cases: end-

stacked Hoechst in parallel mPu22 GqDNA shows power-law exponents of 0.06,32 whereas 

groove bound DAPI in hTelo22 GqDNA shows exponent of 0.16.31 However, previous MD 

 
 

Figure 8.8: (A) Absolute Stokes shifts of Hoechst end-
stacked to parallel GqDNA is compared to that of DAPI 
groove bound to antiparallel hTelo22 GqDNA as  
reported in earlier study. Fits to data is represented by 
lines through points. Hoechst in parallel mPu22 shows 
larger Stokes shift (2785 cm-1) than that of DAPI in 
antiparallel hTelo22 (2051 cm-1) at least within the 
measured time-window. (B) Comparison of solvation 
correlation functions of the two quadruplex systems 
constructed from absolute Stokes shifts is shown. 
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simulation on groove-bound DAPI in antiparallel hTelo22 structure and decomposition of 

the total (simulated) energy correlation into its contributions from individual components 

shows that the coupled dynamics of water molecules and parts of DNA that reside within a 

region of ~ 9 Å of DAPI control the slow dispersed power-law dynamics. Simulated energy 

correlation for Hoechst/mPu22 GqDNA system were not calculated due to limited 

simulation length; but based on previous observation of DAPI/hTelo22 GqDNA system, it 

was anticipated that perturbed motion of water molecules and parts of DNA near binding 

site of Hoechst may govern the slow dispersed power-law dynamics in Hoechst/mPu22 

system as well.32 However, complex coupling of perturbed water motion and backbone of 

DNA, along with the dynamics of flexible loops connecting G-tetrads and its unpaired 

DNA bases, may also be the reason behind the (subtle) differences in the power-law 

exponents of the two systems. In fact, comparing the binding sites of Hoechst and DAPI in 

the two different quadruplex structures reveals that parts of DNA loops connecting the G-

tetrads and its unpaired DNA bases stay closer to end-stacked Hoechst as compared to 

groove-bound DAPI in antiparallel GqDNA.32 Thus, it is believed that the dynamics of 

unpaired DNA bases along with these DNA loops may also contribute to the coupled 

dynamics of water and DNA when probed by Hoechst, which may eventually affect the 

power-law dynamics as seen in case of Hoechst in parallel GqDNA system.32 

 Finally, it should be noted that Figure 8.8 shows comparison of dynamic Stokes shifts 

of Hoechst and DAPI in two different (parallel and antiparallel) GqDNA, instead of using 

the same probe molecule in both systems. This was done because of the low binding 

affinity of DAPI to parallel/hybrid quadruplex structures which result into small changes 

in the fluorescence quantum yield. Nevertheless, this comparison helped to examine any 

significant effect induced by ligand structure, if any, on the solvation dynamics in different 

GqDNA systems. In fact, solvation response shown by both the probes (DAPI and Hoechst) 

in pure water ~1 ps.31,28 In accordance with theory of solvation, which states that as long as 

the dipolar properties of structurally different solvation ligands do not vary much, both 

probes would show a similar solvation response.29,30 This is the case with Hoechst and 

DAPI. Hence, it is expected that the probe structures have insignificant effect on the overall 

dynamics in two quadruplex structures; instead the quadruplex structures and position of 

the probes should play the significant role in influencing the overall dynamics in GqDNA 

systems. Nevertheless, comparing the dynamic Stokes shifts of two probes, it is clear that 

these factors may have only subtle effect on overall solvation dynamics in different 

GqDNA systems, which ultimately give rise to dispersed power-law solvation response 

extending over broad time-range. 

 

8.4. Conclusion 

Current study on parallel and antiparallel GqDNA structures using two different probes 

clearly indicated that solvation dynamics in both the structures inherently follow a power-
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law, showing similar dynamics from 100 fs to 10 ns. However, unlike in duplex-DNA, 

different quadruplex structures are found to show similar dynamics of solvation 

irrespective of probe-positions (groove-bound vs. end-stacked). It may perhaps specify that 

in different quadruplex structures the site-specific characteristics of DNA hydration 

dynamics are not altered much, which ultimately gets revealed in the Stokes shifts 

dynamics of different ligands bound to different quadruplex structures at different 

positions. 

 

The results presented in this part -I of the thesis comprised of exploration of solvation 

dynamics in various duplex and quadruplex DNA systems. The vast amount of results 

presented here suggested several important dynamical aspects in DNA, which 

provided several new insights about DNA solvation: 

(1) It is clearly confirmed that the dynamics of solvation in DNA is highly 

dispersed which mainly follow power-law relaxation over broad time-range 

that can extend over several decades.  

(2) It is shown through deuterium effect and simulation studies that power-law 

dynamics can actually originate from very slow motions of perturbed water 

molecules near the probe site inside DNA groove. 

(3) There is substantial effect of base-sequence on the minor groove solvation, 

which can significantly induce the relative contributions of perturbed water 

and DNA motions into the overall dynamics. It is not always true that groove 

binders are mainly solvated by slow motions of DNA parts, instead that 

situation actually depends on the local DNA sequence which ultimately dictate 

the very slow and dispersed hydration dynamics in the grooves of DNA.  

(4) The highly dispersed power-law dynamics can be significantly modulated by 

the introduction of mismatched base-pairs near the probe site, which ultimately 

allow one to assign characteristic effects of mismatches on the overall local 

collective solvation dynamics in DNA. Such collective dynamics may be of 

extreme importance in the context of mismatch recognition and repair by 

enzymes in vivo. 

(5) Solvation response in higher order G-quadruplex DNA structures is also highly 

dispersed which also shows power-law relaxation of similar kind as seen in 

duplex-DNA. More so, such dispersed dynamics is shown to be affected barely 

by the quadruplex structure (antiparallel or parallel) and/or probe structures 

and/or probe positions (groove-bound vs. end-stacked). 

(6) In all cases, counter-ion motions are found to be (or predicted to be) minimally 

affecting the overall solvation response in DNA grooves when probed by 
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ligands bound to the grooves. It is found that either the motion of water 

molecules or DNA parts or the collective motion of water and DNA parts 

mainly control the dispersed solvation response over broad time-range. The 

relative contributions of these are modulated by the DNA base sequence and 

the mismatch introduced.     
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Chapter 9 
 

Static and Dynamic Properties of Lipid Membrane:  
An Overview 

 

 

9.1. Introduction 

Lipid membrane, a double layered bio-interface, acts as a containment of biological cells 

and forms matrix which separates the living cells from the outside environment. Certainly, 

DNA is considered as an “eternal molecule” of life due to its vital significance in life’s 

processes; likewise, membrane can be termed as an “eternal structure” due to its 

contribution to cell viability.1 Structural component of biological lipid-membrane provides 

permeability barrier that defines the boundaries of cells and subcellular organelles through 

which communication between intra- and extra-cellular environments is established so as 

to perform various essential biochemical processes at molecular level. Thus, involvement of 

chemical and physical properties of membranes in interacting with its surroundings and 

initiating most cellular processes makes lipid very dynamic relative to cellular processes, 

rather than just marking a static barrier. The puzzle around biological lipid-membrane 

started with its very discovery in late 1890s by British physiologist Charles Ernest Overton 

who termed it as “lipoids”.2 However, following the subsequent ground-works of Irwin 

Langmuir (an American chemist), Gorter and Grendel3 (physiologists from Holland), 

Danielli4 (an English physiologist), Davson4 (British biologist) and Robertson5,6 (American 

chemist); Singer and Nicolson7 came up with the famous “Fluid Mosaic Model” of cell 

membrane in 1972, opening a new era in science. However, this simplified model had been 

challenged by the hypothesis of lipid rafts within membrane, formulated by Simons and 

Ikonen.8 Membrane consists of number of different lipid molecules which include 

phospholipids, glycerolipids, sphingolipids and cholesterol.9-11 Mixing of these molecules 

within membranes presumably becomes highly non-uniform which gives rise to formation 

of micrometer to nanometer sized domains called lipid rafts.12-15 These lipid-rafts have been 

suggested to participate in many important cellular processes, such as protein trafficking 

and aggregation, membrane fusion and signal transduction. On the other hand, changes in 

expression levels of individual lipid species have been implicated to relate to many 

diseases, including diabetes, cancers, Alzheimer’s disease, HIV entry, and 

atherosclerosis.16,17 It is also well documented that changes in the viscosity of cell-

membrane can affect the activity of membrane-bound proteins, which in turn lead to 

disorders at the cellular and organismal level.18,19 For instance, cardiovascular diseases20, 

cell malignancy21,22, Alzheimer’s disease23, diabetes24, hypertension25 and aging26 are the 

disorders that associate with the change in membrane viscosity. Membranes are also 
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important for regulating cellular processes like signal transduction, membrane-protein 

trafficking, neurotransmission, etc. Besides, membranes play crucial role in the processes 

like membrane budding (exocytosis and endocytosis), adhesion, fusion and fission, protein 

targeting, pore formation, surface pattering etc.2 

 All the above processes within lipid membrane are directly linked to the normal (or 

abnormal) functioning of cells. However, at molecular level, these biochemical processes 

are controlled by the basic chemical phenomena like electron, proton and ion transfer from 

one site to another, as well as the (non-covalent) molecular interactions and transportation 

of (bio)-molecules like proteins, DNA and small molecules (drugs) within/through the 

lipid membrane. Most importantly, these molecular phenomena critically depend on the 

physicochemical properties of lipid membrane such as composition, environment polarity, 

surface tension, rotational mobility, extent of water penetration, fluidity, chain ordering, 

etc. – all of which are dependent on the ‘depth’ across the lipid/water interface and within 

the bilayer.27-32 For example, anisotropic changes in membrane organization were found to 

be different when monitored at different positions (depths) across the cell-membrane of 

adult rat-liver.33 The organization and dynamics of hippocampal membranes are also 

found to be depth-dependent.34 In fact, polarity and viscosity profiles across the 

lipid/water interface are the key determinant for interaction with and insertion of various 

biomolecules and small molecules in the lipid bilayer.35,36 These interactions are affected by 

the depth-dependent hydration state, proton activity, hydrogen bond availability, 

dynamics and ordering of lipids across the lipid/water interface.28-32 The depth-dependent 

polarity profile at lipid interface can result from the depth-dependent distribution of water 

at the interface. Similarly, viscosity (and rigidity) inside lipid bilayer can change upon 

going from the bulk water-phase into the hydrophobic chain-region. The depth-dependent 

static properties are also presumably linked to the local dynamics inside lipid bilayer. In 

fact, local static and dynamic properties in any biomolecule bridge the gap between the 

structure and function of that biomolecule. Hence, characterization of static and dynamic 

properties at different depths (within few Angstroms apart) across lipid/water interface is 

vital for understanding the basis of all biochemical processes that occur at the membrane 

interfaces. Nevertheless, despite the availability of large sum of information on structure, 

phase and dynamics of lipid membranes, clear depth-dependent static and dynamic 

properties such as changes in static polarity, solvation dynamics, resonance energy transfer 

efficiencies etc. at lipid/water interfaces at their molecular length-scale is still unavailable. 

This part of the thesis will present a comprehensive understanding on how such static 

polarity can vary at different depths across lipid/water interface based on the lipid bilayer 

fluidity/rigidity. Such studies have been performed using a series of suitably tailored 

(synthesized) fluorescent molecules of different hydrophobicity that stay at different 

depths across the lipid-bilayer interface within few Angstroms apart, acting like Molecular 

Rulers. 
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 Various techniques such as SHG,37,38,39 SFG,40-43 EPR,44,45,46 ESR,47,48 NMR,49,50 3PEPS,51 

X-ray and neutron diffraction,52,53,54,55 fluorescence spectroscopy56-58,61-64 have been 

employed to study the structure, organization, dynamics, heterogeneity, mobility, local 

polarity of lipid bilayer experimentally. Among them, fluorescence spectroscopy has been 

evolved as a unique technique for its high sensitivity, which has been widely used to study 

static and dynamic properties of lipid membranes. On the other hand, molecular dynamics 

(MD) simulations have contributed immensely to upgrade the knowledge about the 

complex membrane structure and dynamics as well as the interactions of small molecules, 

their location and orientation within lipid membrane.59,60,65-67 Such information is difficult 

to obtain from only experiments. In fact, elaborate understanding of static and dynamic 

properties of biomolecules is now possible by directly comparing MD simulation results 

with fluorescence spectroscopic results, although such studies on lipid membrane are 

almost non-existent. This part of the thesis will discuss such combination of simulation and 

experiments to understand the depth-dependent static solvation properties across 

lipid/water interface of gel- and fluid-phases of lipid bilayers simultaneously. 

 This chapter will briefly discuss the evolution of study of static and dynamic 

properties at lipid/water interfaces – so as to compile the existing understanding of the 

interfaces, especially of lipid bilayer and water. However, before discussing the static and 

dynamical results, section 9.2 will first provide brief general perspective on lipid/water 

interface that is found to be important for biological functions. Sections 9.3 and 9.4 will give 

brief discussion about phase behaviour of lipid membrane and about synthetic lipids, 

followed by model lipid membranes which are used to mimic biological membrane. 

Section 9.5 will then discuss the molecular probes that have been used already to study 

static and dynamics properties of membrane interfaces. Sections 9.6 will be mainly 

focussed on static and dynamic studies especially at water/lipid interfaces, and section 9.7 

is on earlier MD simulation studies on such interfaces. 

 

9.2. Interface: A General Perspective 

Interfaces are ubiquitous. The physical and chemical properties of various air/liquid, 

liquid/liquid, liquid/solid, air/solid interfaces are generally different from that of the bulk 

media which constitute the interface. Asymmetry of forces that acts on the atoms and 

molecules of these interfaces gives rise to its distinct characteristics.68 This asymmetry 

defines the unique structure, chemical composition, polarity, and transport properties of 

the interfaces. Various vital elementary processes in nature takes place at these interfaces. 

For examples; uptake and reactions of pollutants at air/water (at surface of water droplets) 

and air/solid (on ice particles) interfaces in the atmosphere,70,71,72 phase transfer catalysis as 

well as ion-,69,73,74,75 electron-, proton-transfer reactions at liquid/liquid and 

liquid/membrane interfaces.69,76,77 However, despite the scientific and practical 

significance, chemical and physical understanding of these interface is still very limited, 
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because the interface regions are only 

few angstroms wide which are hard to 

characterize at their molecular length-

scale by conventional experimental 

methods. Nonetheless, interface 

selective linear and nonlinear optical 

spectroscopic techniques such as SHG, 

SFG and TIRF have been widely used 

to probe interfacial properties such as 

polarity, solvent relaxation, pH, solute 

positions and activities etc.37,38,40,41,78-80 

Nonlinear electronic SHG and SFG 

techniques have been successfully 

employed to understand the depth-

dependent as well as molecular 

orientation-dependent polarity at 

various neutral and charged air/liquid and liquid/liquid interfaces. Vibrational SHG and 

SFG techniques, on the other hand, have unfolded the unique character of interfacial water 

at the air/water interface as well as of other interfaces.81-83 In recent times, phase-sensitive 

SHG and SFG techniques have also been developed and employed to characterize the 

absolute orientations of molecules at various interfaces.41,88-90 However, despite having 

interface selectivity, these techniques remains expensive and difficult to implement for 

studying interfaces, especially the buried interfaces which mostly occur in biological 

membranes. Beside optical techniques, computer simulations have been employed to 

explore structural and dynamical aspects of lipid bilayers. Due to its accessibility to time 

and length scale down to atomic level, MD simulations can be utilized to create detailed 

picture of various interfaces at molecular level, providing insights into relatively slow 

translation, diffusion and molecular reorientation of water and other molecules at 

interfaces.84-87,91,92 

In biology, the most important interface is the lipid/water interface. These interfaces 

function as barriers between outside environment and the living cells. The basic building 

blocks of biological interfaces are the phospholipids. These interfaces also contain a large 

number of proteins, cholesterols and other molecules embedded inside the phospholipid 

bilayer (membrane). The lipid molecules consist of charged/zwitterionic head-groups and 

hydrophobic hydrocarbon tails. The hydrophobic effect causes these lipids to form bilayers 

consisting of two sheets (leaflets) of lipids with their hydrophobic tails facing towards each 

other and the hydrophilic parts facing outside environment or cytoplasm inside cell. These 

hydrophilic head-groups form an interface with the aqueous environment on both sides of 

bilayer. Typically, the hydrophobic core (within a single leaflet) is ~15 Å thick, while the 

lipid/water interface region extends upto ~15 Å. The lipid/water interface region is 

 

Figure 9.1: Schematic representation of lipid/water 
interfaces. 
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defined between an internal plane (the water–hydrocarbon interface) and an external plane 

(the slipping plane in contact with the bulk aqueous phase) as shown in Figure 9.1. At these 

interfaces water molecules permeate into the head-group regions of phospholipid bilayer 

with a steeply decreasing concentration as one proceeds toward the inner hydrophobic 

region of the bilayer. There is no sharp border between the hydrophobic lipid-core and the 

hydrophilic water as the interface region provides a zone of gradually changing 

hydrophobicity, although in many occasion it is defined by the Gibbs dividing surface. 

However, it is still not known how this hydrophobicity changes gradually at lipid/water 

interface, which will be presented in this part-II of thesis. The majority of the water 

molecules reside in the polar head-group region of lipid bilayer through H-bonds to the 

phosphate groups, along with a smaller fraction bound to the carbonyl groups located 

deeper in the bilayer. These water molecules play vital role in controlling the interactions 

and solvation of various biomolecules and small molecules (drugs) at the lipid/water 

interface. 

 

9.3. Phase Behaviour of Lipid Membrane 

The relative mobility of lipid molecules is among the most significant characteristics 

possessed by lipid bilayers. Depending on hydration, temperature, pressure, and structural 

features of lipid, including hydrocarbon tails length and composition of head-group, 

mobility of phospholipids varies. This response due to change in the fluidity of 

phospholipids is known as phase behaviour of lipid membranes. For phospholipids, the 

phase formed at low-temperature is a sub-gel Lc phase, which is represented by highly 

ordered hydrocarbon chains that are tilted relative to the normal of bilayer surface (Figure 

9.2).93 Characteristic temperature results into transition (melting) of bilayer, which acquires 

several phases depending on how the head-group are interacting. Upon heating, the sub-

gel phase is transformed to a lamellar gel phase. Gel phase can adopt Lβ (for example in 

phosphatidylethanolamines) or Lβ’ phase (for example in phosphatidylcholines) based on 

the structural composition of the head-group as shown in Figure 9.2. In these gel phases, 

the bilayer has access to more number of water molecules which keeps it more hydrated 

 

Figure 9.2: Cartoons of various lipid phases. Filled circle represent a hydrophilic headgroup and lines 
represents hydrophobic tail of lipids. 
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compared to Lc phase. The hydrocarbon tails exhibits a highly ordered structure, but less 

than that in Lc phase. Lipid tail in Lβ phase stays in highly ordered configuration parallel to 

normal of lipid bilayer, whereas it is tilted relative to bilayer normal in Lβ’ phase (Figure 

9.2).  

At characteristic temperature, lipid bilayer undergoes transition from gel phase to the 

L phase, known as fluid or liquid crystalline phase, where the hydrocarbon tails of bilayer 

remains disordered (see Figure 9.2). Physiologically, L phase is the most significant phase. 

Many lipids get transformed from the ordered gel phase to the disordered fluid (liquid 

crystalline) phase in two steps: The initial step includes transition from the ordered gel 

phase to a pre-transition state called as rippled phase Pβ’, followed by the melting of bilayer 

from the Pβ’ to the disordered L phase in the second step. Pre-transition phase (rippled-

phase) is characterized by unusual swelling of the membrane and a long-wavelength 

rippling of the lipid bilayer. The hydrocarbon tails are ordered and tilted with respect to 

the bilayer normal. The temperature interval between the pre-transition and the main 

transition decreases with increasing chain length. The rippled phase is only observed in 

bilayers containing PCs, of which the low-temperature phase is the Lβ’. 

Phosphatidylethanolamines (PEs) and glucolipids, which exhibit Lβ phase at low-

temperature do not display a pre-transition state.94 However, bio-membranes are generally 

composed of lipid mixtures such as phospholipids, glycerolipids, sphingolipids, 

cholesterol, and minor components like lysolipids, glycolipids and cerebrosides. As a result 

of selective interactions among cholesterol, sphingolipids and membrane proteins, lipids 

within one layer can congregate (or laterally phase segregate) to create lipid domains and 

raft.9 In bio-membrane or multi-component model membranes (n > 2), this selective 

interactions give rise to microscopically separated fluid membrane phases, such as liquid-

ordered (Lo) phase which is supplemented by cholesterol and saturated (sphingo-) lipids in 

a highly condensed state, and the liquid-disordered (Ld) phase which is enriched by 

disordered state of unsaturated glycerophospholipid. Thus, the long-established 

illustration of the membrane using mixture of liquid crystalline (fluid) and gel phases was 

replaced by a perspective of complex system which is described as the combination of 

liquid ordered (Lo) and disordered (Ld) phases, containing saturated and unsaturated lipids 

together with cholesterol. 

 

9.4. Synthetic Lipids 

Vesicles formed by lipids, especially phospholipids, are mainly utilized as experimental 

model to mimic biological membrane. Two types of phospholipids that are mainly used for 

making liposomes can be classified into natural and synthetic phospholipids. 

Phosphatidylcholine (PC), also known as lecithin, is the most common natural 

phospholipid which can be extracted from vegetable (soybean) or animal (hen egg) sources. 

Other natural phospholipids include phosphatidylserine (PS) and 
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phosphatidylethanolamine (PE). However, these natural lipids show differences in acyl 

chain types depending upon the sources. Moreover, these phospholipids are highly 

heterogeneous with respect to their fatty acid chains and usually have a high degree of 

polyunsaturation, which affect the pure liposome formation. Advantage of using synthetic  

phospholipids lies in fact that composition of fatty acids can be tailored according to 

specific needs. For example, length of acyl chain and degree of unsaturation can be tailored 

in synthetic PCs in order to get required bilayer characteristics (i.e. desired gel-transition 

temperature (Tm), rigidity, etc.), together with low sensitivity to oxidation. Hence, 

bilayer/vesicle formed by a single synthetic phospholipid can act as ideal membrane-

model systems to mimic the characteristics of membrane of interest. Some of the commonly 

used synthetic phospholipids are 1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC), 

dimyristoyl-phosphatidylcholine (DMPC), 1-palmitoyl-2-oleoyl-2-sn-glycero-3-

phosphocholine (POPC), 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC), 1,2-

dipalmitoyl-sn-glycerol-3-phosphocholine (DPPC), etc. Structural representations of these 

widely used PCs are given in Figure 9.3. Depending on the nature of phospholipids, the 

constructed lipid bilayer of liposomal vesicles can exist in various lipid phases such as fluid 

or gel phase at ambient temperature as described in previous section. Numerous factors 

such as lipids alkyl hydrocarbon chain length and degree of saturation can tune the phase 

 

Figure 9.3: Molecular structures of synthetic phospholipids. 
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transition temperatures of synthetic phospholipids. For example, carbon chain length of 

1,2-dipalmitoyl-sn-glycerol-3-phosphocholine (DPPC) is C16 with phase transition 

temperature of 41C, whereas, carbon chain length of 1,2-dioleoyl-sn-glycero-3-

phosphocholine (DOPC) is C18 and has a phase transition temperature of -17C. Thus, at 

room temperature, DOPC and DPPC form fluid- and gel-phase, respectively. The next 

chapter sheds light on the depth-dependent static properties at lipid/water interface in 

vesicles prepared at room temperature with these DOPC and DPPC lipids in their fluid- 

and gel-phase, respectively, and explored using experimental and simulation methods. 

 

9.4.1. Artificial Model System for Cell Membrane 

Naturally occurring lipids possess diverse molecular structure and complex composition. 

Thus, simplified model systems of biological membranes are useful for investigating the 

properties and roles of individual components of the membrane in biological functions. 

Supported lipid bilayer, lipid monolayer and liposomes have been the most widely used 

model membrane systems for the characterization of a biological membrane. Brief 

discussion on compositions and structure of these systems are provided below for 

completeness. 

 

9.4.1.1. Supported Lipid Bilayers 

Supported lipid bilayers (SLBs) are bilayer structures sitting on smooth solid surfaces like 

mica or silicon. SLBs can be formed by various means that generally includes fusion of 

lipid vesicles onto smooth solid supports or can be formed by techniques such as 

Langmuir-Blodgett (LB) or by a combination of the LB with Langmuir-Schaeffer (LS) 

techniques.95-98 Variation in morphology, structure and surface chemistry of SLBs as well as 

their interactions with drugs and drug delivery systems have been explored using various 

techniques, such as scanning electron microscopy, X-ray scattering, transmission electron 

microscopy, Fourier transform infrared resonance (FTIR), atomic force microscopy (AFM), 

and X-ray photoelectron spectroscopy. All these studies have provided vital information 

about the molecular interactions at lipid bilayers.99,100 

 

9.4.1.2. Lipid Monolayers 

Langmuir film balance is used widely to form lipid monolayers at the air/water interface. 

Biological conditions for these lipid monolayers are imitated by choosing various 

parameters such as temperature, sub-phase and lipid composition.101,102 Moreover, lipid 

monolayers are homogeneous, stable and very well-defined two-dimensional systems with 

planar geometry. Thus, the interactions of lipids with drugs and drug delivery systems can 

be explored using lipid monolayers by monitoring the changes in surface pressure in 
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presence and absence of the additives. However, apart from measuring surface pressure, 

morphological changes in lipids at the air-water interface can also be studied through 

Brewster angle microscopy,103 which allows in situ study of the two-dimensional Langmuir 

monolayers at the air/water interface. 

 

9.4.1.3. Liposomes 

It has already been discussed that phospholipids are the basic elementary unit of cellular 

membranes. Amphiphilicity is the key feature that assigns the driving force to lipid 

molecules as soon as it comes in contact with water, to self-assemble into monolayer and 

bilayer, with its hydrophilic head-group being hydrated with the interfacial water 

molecules. When lipids are (with appropriate packing parameter for vesicle formation) 

dissolved in water, they organize themselves in order to form closed spherical structures 

known as lipid vesicles or liposomes.104 The interior and exterior part of these spherical 

structures are made up of water molecules, and lipid bilayer marks the boundary that 

separates the inner and outer aqueous phases. In the case of only one lipid bilayer 

encapsulating the aqueous core, the vesicles are classified into small, large and giant 

unilamellar vesicles (SUVs, LUVs or GUVs, respectively), while in the case of many 

concentric bilayers one defines the liposomes as large multilamellar vesicles (MLVs) having 

onion-like structure. The classifications of liposomes based on size and number of 

membrane (lamellarity) are summarized in Table 9.1. 

Because of the underlying similarity with the cell membrane, vesicles have been used 

extensively to model lipid membrane – so as to understand various physical properties of 

these membranes. Vesicles represent natural environment as compared to supported 

bilayers and monolayers as they do not have any solid surface or other interface to induce 

Table 9.1: Classification of vesicle based on size and lamellarity. 
 

Vesicle Type (Abbreviation) Diameter No. of Lipid Bilayer 

Small Unilamellar Vesicle (SUV) 20-100 nm One 

Large Unilamellar Vesicle (LUV) > 100 nm One 

Giant Unilamellar Vesicle (GUV) > 1 μm One 

Oligolamellar Vesicle (OLV) 0.1 - 1 μm 5 (approx.) 

Multilamellar Vesicle (MLV) > 0.5 μm 5 - 25 

Multivesicular Vesicle (MV) > 1 μm Multi compartmental 
structure 

 



Chapter 9 

 

212 

 

perturbation. These lipid vesicles are extensively used to study topology, shape 

fluctuations, phase behaviour, permeability, fission and fusion of membranes. Moreover, 

vesicles can be formed with varying sizes, thus, give an advantage to choose membrane 

model which can resemble biologically relevant features. This thesis reports results 

obtained with SUVs of DOPC and DPPC as a model membrane systems. 

 

9.5. Molecular Probes for Studying Lipid Membrane 

Probing the structure, dynamics, phase, hydration, conformation and function of lipid 

membranes remains an experimental challenge due to highly organized complex nature of 

membranes. Many experimental methods such as NMR, ESR, EPR, SFG and fluorescence 

techniques have been employed to scan these properties of lipid membranes.37-50,56-58 

Among them, fluorescence methods have been quite promising primarily due to the fact 

that the properties such as quantum yield, spectral position, lifetime, etc. of many 

chromophores are sensitive and responsive to their immediate surrounding environment. 

Moreover, the ultimate sensitivity of fluorescence spectroscopy can eventually reach down 

to single molecule level. Furthermore, ample information can be extracted from these 

fluorescence techniques when the chromophores are specifically positioned at a defined 

site of interest within the lipid membrane. Lipid molecules do not have intrinsic 

fluorescence properties, thus incorporation of fluorescent probes at different location inside 

lipid membranes are needed – so as to acquire knowledge concerning the site specific 

properties of these membranes. These membrane probes can be broadly classified into four 

main groups based on their structural and functional properties as: lipid probe-derivatives, 

molecular rotor, lipophilic probes and solvatochromic probes. Brief descriptions of these 

probes are given below. 

 

9.5.1. Lipid Probe-Derivatives 

Most common approach to obtain a fluorescent membrane probe is to label a lipid (either 

cholesterol or phospholipid) with a fluorescent moiety.105 Membrane probes of this class 

are known as fluorescently label lipid or lipid probe-derivative. Phospholipids are most 

versatile molecules that are used as fluorescent membrane probes as they can be labelled at 

different sites including acyl chain or at the polar head group. Labelling at the polar head 

group is generally done for phosphatidyl ethanolamine (PE). Some of such fluorescently 

label lipid probe-derivatives are shown in Figure 9.4. 

 

9.5.2. Molecular Rotor 

The molecular rotors belong to the group of membrane fluorophores that show large 

variation in their fluorescence quantum yield depending on their intramolecular rotation 
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(typically at C=C) based on the viscosity of the local environment.106 In viscous media these 

intramolecular rotation get slowed down which is directly reflected in their increased 

fluorescence quantum yield. Molecular rotors being incorporated into lipid membranes 

monitor the local micro-viscosity within membrane. FCVJ and c-Laudran-2 are typical 

examples of these probes which are represented in Figure 9.4. 

 

9.5.3. Lipophilic Probes 

Dyes with sufficiently high lipophilic properties can be used as an alternative to 

fluorescently labelled lipids, as they can stay at different positions within lipid membrane. 

These membrane probes are classified as lipophilic probes which have two different 

classes: polycyclic aromatic hydrocarbons (PAH dyes) and dyes bearing long-chain 

hydrocarbons (LCH dyes). Alkylated cyanine and rhodamine dyes are typical 

representatives of the LCH dyes. Cyanine dyes, such as DiI and DiO bear two hydrocarbon 

chains along with a net positive charge, so as to structurally match with lipid molecules. 

Some of these amphiphilic probes are shown in Figure 9.4. 

 

9.5.4. Solvatochromic Probes 

Solvatochromic probes are the most established environment sensitive probes for studying 

the local solvation properties of various physicochemical and biological systems. These 

 
Figure 9.4: Molecular Probes for membrane studies. 
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solvatochromic probes show strong alteration in their dipole moments upon optical 

excitation to higher excited states. The dipole-dipole and specific (H-bonding) interactions 

of these probes with the dipolar/charged molecules of its surrounding alter the interaction 

energy of probes, thus changing their electronic transitions, which results into shifting of 

their absorption and emission spectra depending on local solvation and specific 

interactions. Such properties, in combination with time-resolved fluorescence techniques, 

can also be used to explore the local solvation dynamics of complex molecular systems. 

 Several such probes have been used to study the static and dynamic solvation 

properties in lipid membrane, which include Laurdan, Prodan, Patman, coumarin, NBD, 

etc. (Figure 9.4). However, the static and dynamic properties of lipid/water interfaces 

explored in chapter 10 has been probed by solvatochromic fluorescent molecules which are 

synthesized by attaching alkyl chains of different lengths to a (polar) solvatochromic 4-

aminophthalimide (4-AP) moiety – so as to create a homologous series of 4AP-Cn 

molecules with systematically varying hydrophobicity that can stay at different depths 

across the lipid/water interface. Such probes act similar as solvatochromic fluorescent 

molecular rulers. The 4-AP molecule is widely used as solvatochromic molecule to study 

local solvation and its dynamics in many biomolecular and physicochemical systems. 

However, this molecule has never been used for studying the solvatochromic properties of 

water/lipid interfaces. The discussion in chapter 10 will show that these synthesized 

probes are far superior to most of existing solvatochromic fluorescent and ESR probes, 

which can be used to study solvation properties of lipid/water interfaces of different lipid 

phases simultaneously.        

 

9.6. Static and Dynamic Properties of Lipid Membrane 

Membranes are complex, two-dimensional anisotropic assemblies of lipids and protein, 

which play vital role in many cellular functions.27,107-109 Water, apart from lipids and 

proteins forms one of the most critical constituents of membrane. Various static and 

dynamic properties of membrane are determined by water molecules which play 

significant role in the interactions of membrane with other components in its surrounding, 

thereby fine-tuning abundance of cellular processes during cell cycle. Water in the close 

proximity of membrane interfaces shows varying properties based on their site across the 

membrane/water interface, thus defining the depth-dependent static and dynamic 

properties of lipid membranes.27-32,35,36 In fact, it has been found that distribution of water 

molecules from bulk toward lipid hydrophobic core does not decrease in a continuous 

manner. Instead, the dynamic properties of water molecules above ∼4 nm of lipid-surface 

resemble to that of bulk water, and number of water molecules around lipid head group 

and near the boundary of acyl chain region decreases by 2-3 and 6-7 fold, respectively,110 

which eventually give rise to depth-dependent variation in static and dynamic solvation 

and molecular properties at the lipid/water interfaces. Diffusive motion of water molecules 
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changes drastically depending on such depth inside lipid bilayer. It has been found that the 

water molecules show sublinear diffusion near lipid membranes instead of normal 

diffusion like in bulk.117 Depending upon distribution site of water molecules near 

membranes, water molecules can be categorized as, bulk type water, near-interfacial water, 

water strongly bound to head-groups of lipids, and buried water molecules which 

penetrate deep inside the hydrophobic acyl chain.111-114 Such classification of water 

molecules was made based on the degree of their mobility, which was determined through 

several experimental techniques such as ESR, NMR, ESR, IR methods, incoherent neutron 

scattering and electrical conductivity measurements or calculated via MD 

simulations.111,113-114,115,116,147 It has been shown through NMR data that the mobility of 

water molecules strongly bound to the membrane is 100 folds slower than that of  bulk 

water.116,118  

While understanding the static and dynamic solvation at lipid/water interface is 

essential to illustrate the local dielectric properties of lipid interfaces, acquiring knowledge 

about the molecular interactions at lipid/water interfaces is vital to explain the significant 

biological processes. Hence, details of biophysical processes occurring at membrane surface 

can be elucidated by deeper understanding of how static and dynamic properties such as 

solvation, pH, rigidity, molecular interactions etc. changes at different depths of molecular 

length-scale at the lipid/water interfaces formed by different lipid molecules and lipid 

phases. 

 

9.6.1. Polarity of Lipid/Water Interface 

Molecular recognition plays a critical role in sustaining life on earth. Thus, molecular 

interactions at and with membrane interfaces are of paramount significance. The 

differential partitioning of water molecules into the hydrophilic polar head-group region 

and hydrophobic carbon tail of lipid membrane leads to drastic variation in hydration and 

polarity profiles across the lipid/water interface. Physicochemical characteristics of the 

lipid bilayer are defined by two fundamental factors: polarity and hydration. These two 

parameters are strongly correlated, which exhibit gradient across the water/lipid interface. 

In general, the hydrophobic region of bilayer shows very low polarity and hydration, and 

are high at the bilayer/water interface region.119 The heterogeneity in hydration is 

evidenced by the MD simulation studies which revealed a complex distribution and 

polarization of water molecules along the normal to the membrane surface, and 

pronounced water penetration into the hydrophobic–hydrophilic boundary of the bilayer, 

defining the complex polarity profile across lipid/water interface.65 These effects are thus 

responsible for the formation of distinct gradients of electric fields such as dipole and 

surface potentials across lipid membrane.120,121 Various biological processes within and 

across lipid membranes such as ion conductance, membrane transport, insertion and 

translocation of proteins and other molecules are governed by hydration, polarity and 
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electric potential gradient across the interfaces.122,123 Hence, illustration of such properties 

at precise depths of lipid/water interface is particularly important for understanding the 

membrane functions. In fact, studies in this part of thesis will show the existence of distinct 

polarity profiles of lipid/water interfaces, formed by different phases of lipid bilayer.  

Classically, Onsager function of dielectric constant (ε) is used to approximate 

polarity.124,125 It is based on the relative mobility of polar groups and polar molecules at the 

bilayer interface.48,126,127 Several methods such as ESR, fluorescence, IR spectroscopy, X-ray, 

neutron diffraction and NMR have been employed to determine the hydration and 

polarity, inside the membrane.49,51,128-130 Among them, fluorescence spectroscopy stands out 

to be the most popular technique to measure the polarity using solvatochromic fluorescent 

probes from their spectral shifts, calculated through various polarity scaling such as ET(30), 

f, etc. 

CW-ESR and pulsed ESR spectroscopy were used to monitor the complete depth-

dependent polarity profile of hydrocarbon region of lipid membrane using spin-labelled 

fatty acids (doxyl-stearates) or spin-labelled phospholipids having nitroxide moiety linked 

to different sites along the alkyl chains.48,131,132 Marsh studied polarity and permeation 

profile in lipid of spin-labelled phospholipids with the nitroxide moiety attached at 12 

different carbon positions of one of the alkyl chains, using EPR spectroscopy.44,45 It has 

been found that the isotropic hyperfine splitting constant (ܽ଴ே) depends on the position of 

spin label along the alkyl chain. Polarity profiles were characterized based on the spin-label 

measurements of membranes formed by different lipid molecules and it was found that the 

polarity profile shows sigmoidal pattern. Thus, the polarity profile across the whole 

hydrophobic region of the bilayer was found to be trapezoidal in shape.44,45 Similar shape 

was also observed in ESR measurements using frozen samples by Hyde and co-workers.48 

Several groups have also shown that membrane like microsome, myelin and chromaffin 

granule membranes, exhibits similar trapezoidal shape of the polarity profile in accordance 

with the model membranes.46 However, it should be noted that all these studies have 

determined the polarity profile of alkyl chain region of the lipid bilayers, and not of the 

lipid/water interface region. 

Several attempts have been made to develop methods for measuring water 

penetration into the membranes based on fluorescence.126,133 Chattopadhyay and co-

workers measured the red edge excitation shift (REES) of the fluorescent probe, 7-

nitrobenz-2-oxa-1,3-diazol-4-yl (NBD), which was localized near the membrane/water 

interface when bound at the head-group of phosphatidylethanolamine (NBD-PE), whereas, 

the probe resides deeper inside the membrane when bound to cholesterol (NBD-

cholesterol).133 It was shown that NBD-PE exhibited much stronger REES relative to the 

NBD-cholesterol, indicating the effect of water interaction with NBD at the 

membrane/water interface. In the gel phase, no such significant change in REES of the 

NBD-PE was observed compared to that in fluid phase, while NBD-cholesterol in gel phase 

did not show REES effect at all. This observation was attributed to the more compact 
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arrangement of the fatty acid chains in the gel phase and the absence of water deeper 

inside the membrane. 

Recent attempts by Klymchenko and co-workers based on the introduction of the 3-

hydroxyflavone derivatives (F2N8 and F4N1 probes) anchored to lipid bilayer at relatively 

well determined depths were presented, where F4N1 probe is located deeper in the 

membrane than F2N8.126 They were able to probe both polarity and hydration inside 

bilayer membrane by estimating the two-band fluorescence spectra of the H-bonded and 

H-free forms, while the relative contributions of these two forms determined the local 

hydration. However, the absolute values obtained from these two probes could not be 

compared due to different interactions of probes with environment. These results are in 

line with the ESR data, indicating that the hydration contributes strongly to the bilayer 

polarity. Klymchenko and co-workers also explored hydration and fluidity at the interface 

of liquid-ordered and gel phase lipid bilayer with same hydration probe (3-hydroxyflavone 

derivatives) and fluidity probe (diphenylhexatriene derivative). 126 

Fluorescent lipid probes such as anthroyl fatty acids and LAURDAN have also 

been used to probe local polarity inside membrane.134 On the other hand, Hemminga and 

co-workers used AEDANS [N-(iodoacetylaminoethyl)-5-napthylamine- 1-sulphonic acid]-

labelled cysteine mutants of M13 major coat protein, incorporated in lipid bilayers, to 

determine transmembrane polarity with considerable success.135 More recently, Carney et 

al. have also used fluorescence maxima of site-specific tryptophan mutants to determine 

the polarity of transmembrane segments of the mechano-sensitive ion channel, MscL.136 

From all these above studies it is clear that different groups have developed 

different methods to measure environment polarity in membranes. However, the complete 

polarity profiling at molecular length scale, especially across the lipid/water interfaces, is 

yet to be pictured. This provides the main motivation to explore the depth-dependent 

polarity and hydration at lipid/water interfaces of lipids in different phases. 

 

9.7. Molecular Dynamics Simulation in Lipid Membrane 

The inherent complex nature of lipid membranes remains the primary cause for difficulties 

in developing simple models for membranes that can be used to visualize these systems in 

silico and interpret the experimental results. With improved approximations, 

parameterization and continuous development of models for lipid membranes, computer 

simulation methods such as molecular dynamics and Monte Carlo simulations have been 

employed to understand the structural, dynamical and hydration properties of these 

systems.29,137,138 In fact, a large amount of critical information about the structure and 

dynamics of lipid membranes at molecular level have been emerged from simulation 

studies, although compared to proteins, lipid membranes are less explored. 

In 1988, Egberts and Berendsen performed the first molecular simulation on bilayer, 

which contained a mixture of fatty acids and ternary alcohol solvated with water 
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molecules.139 Full atomistic molecular simulations of solvated phospholipid bilayers were 

conducted in the early nineties. Experimental studies on osmotic stress demonstrated the 

significance of interfacial water molecules in the proximity of membranes as well as the 

hydration force that governs the membrane and its interfaces.140 The extent of these 

hydration forces are extended to a region between ∼0.4 and ∼0.9 nm, when the lipid 

membrane squeezes only 2 – 3 layers of interfacial water molecules. Simulation studies by 

Essmann et al.141 showed well agreement of hydration forces with the conclusions of 

McIntosh and Simon. 

Berkowitz and co-workers performed MD simulations to determine density of water 

at the interface of membrane/water. It was found that, proper equilibration of water 

density shows existence of oscillations and layering of water molecules around membrane 

interface.114 They concluded the existence of intrinsic water layer that can incorporate into 

the head-group region. In fact, presence of water layers around phospholipid bilayers were 

also reported in experimental findings.142 Pasenkiewitz-Gierula et al. have performed 

simulation studies in order to explore the hydrogen bonding networks of water molecules 

in the vicinity of DMPC bilayer.143 Because these simulations were performed with limited 

statistics, Lopez et al.29 re-examined the water network around DMPC bilayer. They 

observed that hydrogen bonding probability of ester oxygen atoms is lower than that of 

carbonyl oxygen atoms of lipid bilayer. They also found that phosphate group of lipid 

bilayers have large access to water molecules, as a result oxygen atoms of water get 

strongly engaged in hydrogen bond formation. The oxygen atom which is double bonded 

to the phosphorous atom shows highest probability (74%) for hydrogen bonding, while the 

oxygen atom single bonded to phosphorous atom shows a lower probability of 18 - 27%. It 

was also observed that lipid molecules employ hydrogen bonding bridges which provide 

structural strengthening to membrane/water interface. In general, they inferred that the 

structure, stability and dynamics of lipid/water interfaces are determined by the 

combination of several factors that include hydrogen bonded bridges and charge-pair 

interactions. They further reported on the translational diffusion motion of water molecules 

distributed next to the lipid surface and found it to be slower than the bulk water. For 

example, the water molecules associated with the oxygen atoms of head-groups show 

diffusion coefficient of ~2.0x10-7 cm2/s, while the water molecules in the bulk exhibit faster 

diffusion coefficient by 2 orders of magnitude (~4x10-5 cm2/s). Moreover, many MD 

simulation studies have shown reduced lateral diffusion coefficient for water molecules 

residing around the lipid/water interface. More recent simulation studies have confirmed 

slow translational dynamics of water molecules at the interface of DPPC bilayer.144 Further, 

this simulation shows that motion of water molecules is not simply diffusive, rather it 

exhibits a ballistic feature at short time scales (within 40 fs), whereas, the interfacial water 

molecules shows sub-diffusive character at longer time scales within 5 ps.144 

Simulation studies performed by Bhide and Berkowitz show that the water molecules 

trapped in the pockets created by  polar head-groups of lipid bilayer resulted into a long-
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time component due to its reorientional relaxation which gets slowed down by a factor of 

∼100 compared to bulk water.145 When the simulations were performed with frozen lipid 

groups, the relaxation of water molecules slowed down by a factor ~30-40 due to coupling  

between motion (slow) of the headgroups and motion of water molecules.144 They further 

observed that most of the water molecules interchange quickly between various regions of 

interface showing few times larger orientational relaxation time, compared to bulk. Earlier, 

it was believed that orientational relaxation of water molecules occurs through rotational 

diffusion, but recent studies by Laage and Hynes have shown that such relaxation of water 

molecules takes place through the molecular jump mechanism (MJM), where water jumps 

to switch hydrogen bonding partners.146 Berkowitz and co-workers, through simulation 

studies have shown that MJM is also applicable to the orientational motion of water 

molecules at the interface of lipids.147 They reported that, with decrease in lipid hydration 

the decay time of the orientational correlation function increases, similar to that observed 

by Zhao et al. in the nonlinear ultrafast spectroscopic experiment.116 Thus, MD simulation 

has successfully been used to study dynamics of interfacial water. Many more MD 

simulations have been performed to elucidate multicomponent bilayer system even in 

presence of cholesterol (detail literature survey of such studies has not been included here).    

Most recently, Ladokhin and co-workers have extracted quantitative information on 

membrane penetration by combination MD simulation and depth-dependent fluorescence 

quenching experiments.148 Use of fluorescence probes in membrane biophysics is 

widespread due to its sensitivity and versatility. Proper interpretation of data obtained 

from fluorescence techniques requires precise knowledge about the location, orientation, 

dynamics and stability of probe in lipid membrane. Thus, in cases, behaviour of these 

probes incorporated in the bilayer is often poorly understood. Not only that, it is still 

unknown how the number of hydration water varies around probes placed at different 

depths across the lipid/water interface as well as how the orientation of probe molecules 

controls the exposure of these probes to water molecules. Molecular dynamics simulations 

present a convenient way to address such issues, which have been used in chapter 10 to 

explore intricate details of probe hydration at lipid/water interfaces, complementing the 

experimental observations.  

 

9.8. Conclusion 

It is now well-established that the static and dynamic properties of lipid bilayer and its 

interfaces control structure and functions of lipid membranes. However, the endeavour to 

arrive on a unified picture of the depth-dependent static and dynamic properties and 

molecular interactions at lipid/water interfaces is still in its nascent state. Nonetheless, this 

endeavour has triggered numerous experimental and simulations studies on membrane 

and their interfaces that have unravelled knowledge regarding the complexity of the 

structure and dynamics in these systems. However, questions remain  how the lipid 
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bilayers interact among themselves and with other small molecules (drug or anesthesia)? 

How these interactions depend on the interfacial properties of bilayer and structure of 

drug? How such interactions depend on lipid phases – gel, fluid and other phases? It is 

obvious from above discussion that explanation of how the static and dynamic properties 

of membrane interfaces differ at different depths of molecular length-scale as well as their 

implications in drug-membrane interactions, membrane-protein and membrane-membrane 

fusion has not been obtained properly. The primary objective of the work presented in 

chapter 10 is to study the molecular interactions of lipid bilayer with small molecules of 

different hydrophobicity, and quantify the local dielectric environments at different depths 

across lipid/water interface that differs in sub-nanometre scale. The next chapter will 

indeed show some unusual static solvation properties at lipid/water interfaces, which are 

characterized by a series of newly synthesized fluorescent molecules, which were never 

been used in context of lipid membrane studies, that act as Molecular Rulers to scan the 

interface in sub-nanometre (relative) scale.       
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Chapter 10 
 

Precise Quantification of Probe-Location Dependent 
Polarity and Hydration at Lipid/Water Interfaces 

 

 

In the preceding chapter, I have introduced the field of lipid research, particularly about 

different lipid phases and their role in biology, different probes that were used for studies 

of static and dynamic properties of lipid bilayers, and so on. The discussion on earlier 

reported studies has been made in the previous chapter pertaining toward understanding 

the polarity and hydration at lipid/water interfaces. This chapter will discuss some very 

new results on the depth-dependent interfacial polarity estimation at lipid/water interfaces 

in bilayers of fluid- and gel-phases simultaneously. For precise estimation of local polarity 

and hydration, a homologous series of newly synthesized fluorescent probe molecules of 

linearly varying lipophilicity (logP) based on 4-aminophthalimide (4AP) are used. The 

discussion on both experiment and MD simulation results has been made to understand 

how the same probes partition at different lipid/water interfaces of fluid- and gel-phases, 

and how they report on the local polarity and hydration at these interfaces at room 

temperature. 

 

10.1. Introduction 

Environment polarity and hydration plays significant role in the electrostatics of 

lipid/water interfaces, understanding of which is of utmost importance as they govern 

various essential phenomenon like charge transfer,1 molecular interaction,2 signal 

transduction,3 protein insertion,4 drug5 and ion6 transport across and within the lipid 

membrane. Polarity profiles and hydration across lipid/water interfaces vary drastically 

due to differential partitioning of water molecules around the hydrophobic and 

hydrophilic parts of lipid membranes.7,8 Thus, the presence of small molecules adsorbed at 

various positions across and within these lipid interfaces would sense different local 

environment as well as different solute-lipid and solute-water interactions. Hence, would 

expectedly experience different solvation properties which are dependent on positions 

across the interfaces. For example see Figure 10.1. Therefore, precise understanding of 

hydration, polarity and interaction of solute at the interfaces of lipid bilayer is vital to 

explore their importance in membrane biology9 as well as to develop effective drug-

detoxification and drug-delivery systems.10-13 

Ample studies have been done using NMR,14-16 ESR,7,8,17,18 X-ray,19,20 fluorescence,21-31 

SPG32-34,53,54 and molecular dynamics simulation34-45 to explore hydration, local solvation 

and interaction of solute at lipid/water interfaces. Nonetheless, most of these studies are 
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concerned with fluid (liquid 

crystalline) phase of lipid and water 

interfaces. Understanding the solvation 

properties in gel-phase of lipid/water 

interface is not much explored 

regardless of their biological 

significance in membranes of eye-lens 

and outer epidermis.46,47 This may be 

due to the fact that various fluorescent 

and ESR probes used to study gel form 

of lipid bilayers are either found to 

perturb lipid packing and/or get 

excluded from lipid-bilayer (gel phase), 

making the studies of gel-phase 

bilayers more difficult.14,15,48-50 

However, many questions are yet to be 

answered —(1) How does hydration and polarity profiles vary at the interfaces of fluid- 

and gel-phase lipid bilayer? (2) How the interaction of solute of varying lipophilicities 

differs at these interfaces? (3) How the local polarities experienced by probes vary at the 

interfaces and why? 

 This chapter addresses all the above questions by presenting a new homologous series 

of fluorescent 4-aminopthalimide based probes (4AP-Cn; n = 2-10, 12) with varying 

lipophilicities (i.e., octanol/water partition coefficient – logP). These 4AP-Cn probes scan 

different region of (Lβ’)51 DPPC (1,2-dipalmitoyl-sn-glycerol-3-phosphocholine) bilayer in 

its gel-phase at room temperature which shows a unique stepwise polarity-profile. 

However, the probes sense only subtle but continuous change in the local polarity at 

lipid/water interface of (Lα)51 DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) bilayer in 

fluid-phase. Polarity (்ܧே) sensed by 4AP-Cn probes in fluid- and gel-phase of lipid bilayers 

are quantified by steady state fluorescence spectroscopy. Fluorescence quenching 

experiments show that the solutes, depending upon their logP value, adsorb in different 

depths at these interfaces which correlate to the polarity profiles seen at these interfaces. 

Long MD simulations on few solute-lipid systems complement experimental findings and 

unfold intricate details about the hydration, relative position and angle distribution of the 

4AP-Cn at the lipid/water interfaces of fluid- and gel-phase of the lipid bilayers. 

Simulation results indicate that apart from the relative probe’s position, their orientations 

also play critical role in defining the local solvation by changing the access of water 

molecules to these probes at the two lipid/water interfaces. 

 

 

 
Figure 10.1: Schematic representation of lipid/water 
interface with probable position of 4AP-Cn (n = 2 – 10, 
12) probes. The probes are expected to reside at varying 
depths depending on different lipophilicities (logP) 
across the lipid/water interfaces. 
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10.2. Experimental and Simulation Methods 

10.2.1. Materials 

DPPC, DOPC, 1-palmitoyl-2-(6,7-dibromostearoyl) phosphatidylcholine (6,7-Br2PC) and 1-

palmitoyl-2-(9,10-dibromostearoyl) phosphatidylcholine (9,10-Br2PC) were used as 

received from Avanti Polar Lipids Inc. 4-Aminopthalimide (4AP) was from TCI chemicals, 

which was then recrystallized using mixture of ethanol and water prior to its use for 

synthesising 4AP-Cn derivatives. Alkyl-bromide with different chain lengths from 2 to 10 

and 12 carbons were purchased from TCI chemicals. Dry K2CO3 was taken from Fischer 

Scientific. Synthesis was performed using solvent of AR or HPLC grades and spectroscopic 

grade. Thioacetamide of AR grade was from Spectrochem. 

 

10.2.2. Synthesis of 4AP-Cn Probes 

Synthesis of 4-Aminopthalimide probes was performed by attaching alkyl chain (single 

strand) of varying length (C2 to C10 and C12) to the fluorescent 4AP-moiety using a single 

step reaction (Scheme 1, a revised 

scheme of earlier work).59 One 

equivalent of 4AP was blended 

thoroughly in dry acetonitrile in 

presence of anhydrous K2CO3 (1 

equivalent) at reflux temperature. 

This was followed by drop wise 

addition of alkyl-bromide (0.9 

equivalents) to the reaction mixture 

at periodic intervals. Finally, the reaction mixture was refluxed for 24h at a temperature of 

65-75 ˚C. The final product was obtained after solvent removal and further purification by 

column chromatography and subsequent recrystallization. 

 

10.2.3. Preparation of Lipid Vesicles 

Freeze-thaw and sonification methods were used to prepare small unilamellar vesicles 

(SUVs) of DOPC and DPPC. Main stock of phospholipids were prepared by dissolving 

known amount of DOPC or DPPC in a chloroform/methanol mixture in ratio of 1:1 (v/v) 

in 10 ml glass tube, whereas, stock solutions for 4AP-Cn were prepared in methanol. 

Required amount of stock solution of either DOPC or DPPC was mixed with 4AP-Cn in a 

glass tube of 5 ml using a ratio of 1:35 for dye/lipid (or 1:40 for 4AP-C2 in DOPC). At this 

ratio all the 4AP-Cn probes were expected to be bound at the lipid interface, which was 

confirmed by the titration of 4AP-Cn with varying lipid amount (Figure 10.2). Further, 

gently warming the samples removes the solvent, and finally the residual organic solvent 

   
       

 Scheme 1 
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was removed with the help of suction-pump for around 2 h, which yielded a thin film of 

lipid at the bottom of glass tube. HPLC-grade water (Merck) was added to rehydrate the 

dried films of lipid and subjected to vortex mixing for complete dispersion. The sample in 

the tube was rapidly cooled by dipping the glass tube into a mixture of calcium carbide 

and ice. Soon after (5 minutes), the frozen solution was sonicated for ~10 minutes at 60 ˚C 

using ultrasonic bath sonicator. This process was repeated for a number of times (50-100) 

until the mixture became visually clear. SUVs size and formation were confirmed by TEM 

images, which show size ranging from 50 to 150 nm (Figure 10.3). 

 Samples for measuring the absolute location of probes using parallax method were 

prepared by adding bromine-labelled lipids (6,7-Br2PC or 9,10-Br2PC) to the stock solution 

of DOPC before evaporation of organic solvents. The final concentration of the bromine 

labelled lipids was maintained at 15 mol% of the total DOPC lipids. Similar procedure was 

used to prepare vesicles with 4AP-Cn probes and quencher lipids. 

 

 

Figure 10.2: Binding kinetics of few 4AP-Cn (n = 2, 5 and 10) probes with DOPC (left) and DPPC (right) 
vesicles. 

 
 

Figure 10.3: TEM images confirm the formation of DOPC and DPPC small unilamellar vesicles (SUVs) 
of size ~100 nm. 



Location Dependent Polarity and Hydration at Lipid/Water Interfaces 

 

 
231 

 

10.2.4. Estimation of the Octanol/water Partition Coefficient 

Octanol/water partition coefficients (logP) of 4AP-Cn probes were measured 

experimentally as well as calculated through software. Shake-flask method60 was used to 

prepare samples for logP measurement: 4AP-Cn probes (known concentration) were 

dissolved in octanol and 1 ml of this solution was layered on an appropriate volume (1-100 

ml) of aqueous phase.  The 

octanol/water volume ratios were kept 

such that after adding the aqueous 

phase, the final probe’s (4AP-Cn) 

concentration reaches 5-95% of the 

initial concentration. The mixtures 

were stirred at 25 ˚C for 1-2 days. To 

separate the phase, the mixture was 

kept in vibration isolation for 2-3 days. 

Concentration of the 4AP-Cn probes 

were measured in each phase using 

extinction coefficient of 4AP-Cn in 

water and octanol as 3382 M-1 cm-1 and 

7835.4 M-1 cm-1 at 378 nm, respectively. 

LogP of 4AP-Cn was calculated as,58 

ܲ݃݋݈    ൌ 	݃݋݈
ሾௌ௢௟௨௧௘ሿ೚೎೟ೌ೙೚೗
ሾௌ௢௟௨௧௘ሿೢೌ೟೐ೝ

       (10.1) 

The obtained logP values show linear dependence on the number of carbon atoms in 

the chains of 4AP-Cn. The calculated data were fitted to a straight line to get the 

experimental logP values as shown in Figure 10.4. logP of 4AP-Cn obtained from 

different software show linear dependency on number of carbon atom (Table 10.1). 

 

 
Table 10.1: Experimental and calculated (from software) partition coefficients (logP) of 4AP-Cn probes. 

 
4AP‐Cn Probes 

 

Octanol/Water Partition Coefficient (logP) 
 

Experiment  Simulation (using various software) 

miLogP ACD ALOPS  ClogP

4AP‐C2  1.67  0.93  0.81  0.15  0.72 

4AP‐C3  1.99  1.45  1.34  0.50  1.18 

4AP‐C4  2.31  2.02  1.87  0.91  1.63 

4AP‐C5  2.63  2.52  2.55  1.50  2.09 

4AP‐C6  2.96  3.03  2.93  2.10  2.54 

4AP‐C7  3.27  3.53  3.46  2.72  2.99 

4AP‐C8  3.59  4.04  3.99  3.41  3.45 

4AP‐C9  3.92  4.54  4.52  3.95  3.90 

4AP‐C10  4.24  5.05  5.06  4.47  4.36 

4AP‐C12  4.88  6.06  5.60  5.44  5.27 

 
 

Figure 10.4: Plot of octanol/water partition coefficient 
(logP) of 4AP-Cn probes with number of carbon atoms 
in the alkyl-chain obtained from shake-flask method. 
Line through pints show linear fit to data. 
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10.2.5. Starting Structures for MD Simulation 

Coordinates for 4AP-Cn molecules were obtained through ChemDraw and were energy 

optimized at HF/6-31G* level using Gaussian 09.61 Excited state atomic charges for these 

probe molecules were derived using two state RESP (restricted electrostatic potential)62 

methodology on the optimized 4AP-Cn structure at CIS/6-31G* level. General amber force 

field (GAFF)63 has been employed to generate the force field topologies and parameters for 

4AP-Cn using antechamber module of Amber-12.64 ACPYPE65 script was used to convert 

the format of obtained force field parameters for 4AP-Cn molecules into GROMACS format 

for further simulation. 

 Pre-equilibrated (400-500 ns) DOPC and DPPC bilayers were obtained from an earlier 

study.66  These bilayers are formed by 64 lipids in each leaflet, making a system of 128 lipid 

molecules with 5120 and 3480 TIP3P67 water molecules in DOPC and DPPC bilayers, 

respectively. The 4AP-Cn molecules were introduced near the lipid/water interface of 

DOPC and DPPC bilayers with the carbon chains of the probes placed towards bilayers tail. 

Slipids (Stockholms lipid)68 for lipids and GAFF for 4AP-Cn were used to carry out MD 

simulation in GROMACS v5.0.569 using CPU codes for equilibrating the system, and GPU 

codes for running the production simulation. 

 

10.2.6. Molecular Dynamics Simulation Protocol 

DOPC and DPPC bilayers with probes incorporated in them were relaxed through energy 

minimization process carried out using steepest decent algorithm. Lipid bilayers and 4AP-

Cn probes were position restrained with a force constant of 1000 kJ mol-1 nm-2 so as to 

remove any bad contacts which can result into unstable dynamics. This was followed by 

minimization of the entire system with reduced restraint of 500 kJ mol-1 nm-2 on the 4AP-

Cn probes. Final minimization was carried out without any restraint for proper 

optimization of the system. CPU codes of GROMACS were used to perform all the 

minimization steps. 

 

10.2.6.1. Equilibration 

Equilibration of these bilayers along with 4AP-Cn probes were carried out on the 

minimized structures. Dealing with such heterogeneous system of the lipid-bilayer with 

incorporated 4AP-Cn and TIP3P water molecules, requires long equilibration in NVT and 

NPT ensemble for proper equilibration of the entire system. The lipid bilayers were heated 

in NVT ensemble, restraining the position of lipid bilayer and 4AP-Cn with a force constant 

of 1000 kJ mol-1 nm-2 for 100 ps. To maintain the fluid (liquid-crystalline - Lα) phase of 

DOPC bilayer, the system was kept at a production temperature of 303 K much above its 

transition temperature to gel phase, whereas Lβ’ (tilted) gel-phase of DPPC bilayer was 

maintained at a temperature of 293 K. The system was heated using Berendsen 
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thermostat70 temperature coupling. 4AP-Cn probes and lipid bilayers were separately 

coupled to the heat bath through velocity rescale Berendsen thermostat. The entire system 

was then equilibrated in NVT ensemble for 100 ps with decreased positional restraint of 

500 kJ mol-1 nm-2 on 4AP-Cn probes and lipid bilayers. Further, 100 ps of restraint free 

equilibration was carried out in the same ensemble. After the system acquires a stable 

production temperature, it was then equilibrated with respect to pressure. The system was 

equilibrated in NPT ensemble for 1 ns restraining the position of lipid-bilayer and 4AP-Cn 

probes with a force constant of 1000 kJ mol-1 nm-2, followed by equilibration of 1 ns with 

reduced restraint of 500 kJ mol-1 nm-2 on bilayer and 4AP-Cn in the same ensemble. Finally, 

a restraint free equilibration was performed for 1 ns in NPT ensemble. Equilibration was 

carried out using Nose-Hoover thermostat71,72 as it gives proper kinetic ensemble and 

maintains proper fluctuation to reproduce natural dynamics. Semi-isotropic pressure 

coupling was used for lipid bilayers and LINCS algorithm73 to restraint bonds. CPU codes 

of GROMACS were utilized to perform equilibration of lipid bilayers. 

 

10.2.6.2. Production Simulation 

After the system has been equilibrated with respect to temperature and pressure, 2 ns of 

simulation in NPT ensemble has been performed using CPU codes prior to the final 300 ns 

production run on each system in GPU (Nvidia Tesla K20 card). Lipid bilayers (DOPC and 

DPPC) without any probes were minimized and equilibrated using the same steps as 

mentioned above in CPU prior to 100 ns of production run of each in GPU. Time step of 2 

fs has been used for integration of molecular dynamics. Particle mesh Ewald74,75 was used 

to treat the long range electrostatic interaction with a real space cut off of 10 Å. Constant 

atmospheric pressure (1 bar) was maintained using Parrinello-Rahman barostat76 with an 

isothermal compressibility of 4.5 x 10-5 bar-1 and a coupling constant of 10 ps. MD 

simulation trajectories were saved at every 5 ps. Trajectories were analysed using analysis 

modules of GROMACS v5.0.5. Igor-Pro software and Chimera77 were used for analysis and 

visualization. Simulations were carried out on eight lipid-probe systems. 

 

10.3. Results and Discussions 

10.3.1. Fluorescence Spectra of 4AP-Cn 

Steady state fluorescence spectra were measured by exciting the samples at 375 nm. The 

fluorescence spectra of 4AP-Cn at the lipid/water interface of DPPC (gel phase) and DOPC 

(fluid-phase) vesicles, are plotted in Figure 10.5. 4AP-Cn molecules at the two interfaces 

show drastically different spectral features. At DPPC/water interface, they show a peculiar 

spectral feature with stepwise fluorescence shifts. Spectral (and peak) shifts toward higher 

wavenumber are shown in Figure 10.5A (and Table 10.2 below). The variation follows a 

sequence: (4AP-C3  -C4) < (4AP-C5  -C6) < (4AP-C7  -C8) < (4AP-C9  -C10) and a 
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reverse trend for 4AP-C12. (Note here 

that, reliable data for 4AP-C2 in DPPC 

vesicles was not obtained because 4AP-

C2 remained unbound to DPPC bilayer 

at similar concentration). 4AP-C3 and –

C9 show a large difference in their 

Stokes shift of ~1130 cm-1. 

Interestingly, probes show similar 

spectral shape and full width at half 

maxima (fwhm) of ~4100 cm-1 except 

for 4AP-C7 and –C8, showing a larger 

fwhm of ~4300 cm-1. This suggests that 

probes sense similar heterogeneity in 

the local environment at DPPC/water 

interface except for a small deviation in 

case of 4AP-C7 and –C8 probes. On the 

other hand, the probes show only a 

subtle, but continuous monotonic shift 

of spectra (and peak) towards higher 

wavenumber from 4AP-C2 to 4AP-C9 

at DOPC/water interface, whereas, 4AP-C12 shows a reverse trend (Figure 10.5B). 4AP-C3 

and –C9 (or-C10) shows a small (~320 cm-1) difference in their spectral shift. It can be seen 

that all the probes at DOPC/water interface show similar spectral shape and fwhm of 

~4050 cm-1, suggesting that probes experience a similar heterogeneity in the local 

environment. The overall similarity of spectral shape and fwhm of all the probes at both 

the lipid/water interfaces possibly suggests that only the changes in local solvation 

(dielectric constant) around the probes at the lipid/water interfaces leads to the spectral 

shifts, because the theory of solvation indicates that the spectral shape and width should 

remain same with the fluorescence shift.78 

 

10.3.2. Quantification of Polarity 

Considering the overall effect of hydrogen bond and dipolar interactions of solute with the 

molecules in its surrounding,55-57 the solvatochromic shift of 4AP-Cn probes at the 

lipid/water interface based on ܧே் polarity scale is quantified in Figure 10.6. Although, ܧே் 

scale was basically developed to quantify the polarity of bulk solvents,55 but has been 

successfully employed to quantify the polarity of air/water interfaces.52 Spectral (peak) 

shifts of 4AP-Cn in water and 14 different alcohols of varying ܧே் values ranging from 1 to 

0.24 were monitored in order to create a ܧே் scale (Figure 10.6A); using this scale the 

unknown ܧே் values at lipid/water interfaces were obtained. 4AP-Cn probes at the 

  
 
Figure 10.5: Corrected fluorescence spectra of 4AP-Cn 
adsorbed at gel-phase DPPC/water interface (A) and 
fluid-phase DOPC/water interface (B), along with the 
(control) spectrum of 4AP-C3 in water. Spectra show 
stepwise shift at DPPC/water interface, while subtle but 
continuous shift at DOPC/water interface. 
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DPPC/water interface show a 

substantial ܧே் change from 0.53 to 0.18 

(Figure 10.6A), whereas, a small 

change from 0.64 to 0.54 was seen at 

DOPC/water interface for the same 

probe molecules. One should note here 

that the emission maxima of the 

solvatochromic probes are generally 

obtained in a series of polar and non-

polar (protic and aprotic) solvents in 

order to create the ܧே் scale. However, 

in the present case, only water and 

several alcohols that show large 

variation in the ܧே் values were used to 

create the scale (Figure 10.6B). This is 

because the 4AP-Cn probes consist of 

polar 4AP- moiety linked to 

hydrophobic chain of different length, 

which would presumably partition the 

polar 4AP (fluorophore part) near the 

water rich zwitterionic head group 

region of the lipid bilayer and the 

hydrophobic carbon chain toward the 

tail region (non-polar part) of the lipid 

bilayer. This situation would create a 

local environment around 4AP-moiety in such a way that should resemble more to the less 

polar solvents like alcohols, rather than the nonpolar solvents like heptane or hexane. In 

fact, the 4AP-Cn spectra in vesicles show smooth feature similar to that seen in less polar 

alcohols, rather than the vibronic features resembling those in pure nonpolar solvents 

(Figure 10.6B). 

 

10.3.3. Polarity Variation with logP 

Variation of ܧே் values with solute lipophilicity (logP) for different 4AP-Cn probes at 

DPPC/water and DOPC/water interfaces, respectively are plotted in Figure 10.7 which 

unfolds logP dependent polarity change at the two interfaces. At DPPC/water interface, 

the probes show stepwise decrease in the ܧே் values with increasing logP till 4AP-C10, with 

a reverse trend for 4AP-C12 (Figure 10.7A). It has been shown in Figure 10.7A that two 

(consecutive) solute with logP variation within ~0.32 display similar ܧே் value. This feature 

(possibly) indicates that depths of two (consecutive) 4AP-Cn probes nearly remain same at 

 

 
Figure 10.6: (A) Estimation of unknown polarity (்ܧ

ே) at 
lipid/water interfaces: Plot includes fluorescence peak 
frequencies of 4AP-C3 in 15 different solvents of 
different ்ܧ

ே values (star). Line through points is best 
linear fit. Filled circles and triangles represent the ்ܧ

ே 
sensed by 4AP-Cn in DPPC/water and DOPC/water 
interfaces, respectively, as obtained from respective 
fluorescence peak positions. (B) Normalized and 
corrected fluorescence spectra of 4AP-C3 in 15 
different solvents from which the ்ܧ

ே-scale is generated. 
See the color code for solvents in panel. 



Chapter 10 

 

236 

 

this lipid/water interface. However, at 

DOPC/water interface, the probe show 

subtle, but continuous decrease of 

polarity with increasing logP, and 4AP-

C12 shows an opposite trend (Figure 

10.7B). This may suggest that probes 

experience only a subtle but 

continuous change in the depths at 

DOPC/water interface. In fact, 

fluorescence quenching and simulation 

studies have confirmed these 

possibilities to be correct as discussed 

below. 

 

10.3.4. Depth Variation of 4AP-
Cn at the Interfaces 

The relative fluorescence quenching of 

4AP-Cn probes at DPPC/water and 

DOPC/water interfaces were 

monitored using thioacetamide as a 

quencher to confirm the relative depth variation of 4AP-Cn across the lipid/water 

interface. Thioacetamide resides near the water rich lipid surface and is unable to penetrate 

into the hydrophobic core of the lipid bilayer. Thus, it is used frequently to determine the 

accessibility of the fluorescent probes bound to macromolecules towards the aqueous 

phase.79 Quenching experiments were performed here by monitoring the fluorescence 

intensity of 4AP-Cn probes in lipid vesicles by adding required amount of thioacetamide 

stock solution (2.1M), prepared in water, to the lipid samples. Emission was measured at 

the peak maxima of the spectra. Depth dependent Stern-Volmer plot for fluorescence 

quenching of 4AP-Cn probes in DPPC and DOPC vesicles are shown in Figure 10.8. These 

plots confirm that the fluorescence of the 4AP-Cn probes is quenched in a stepwise manner 

at DPPC/water interface as (4AP-C3 ൎ	-C4) > (4AP-C5 ൎ	-C6) > (4AP-C7 ൎ	-C8 ൎ -C12) > 

(4AP-C9 ൎ	-C10). However, the relative quenching of the probes show continuous change 

at DOPC/water interface, with reverse trend for 4AP-C12. These results suggest that as the 

probes reside deeper inside the lipid bilayer, they sense a less polar environment at the 

interface; however, the two interfaces show considerable differences in the depth-

dependent polarity profiles. 

 
 
Figure 10.7: Plots of polarity (்ܧ

ே) variation with probe-
lipophilicity (logP) at gel-phase DPPC/water interface 
(A) and fluid-phase DOPC/water (B) interfaces, 
showing stepwise and continuous changes, respectively. 
Error bars (SD) are obtained from repeated 
measurements. 
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10.3.5. Absolute Positions of 
4AP-Cn from Parallax Method 

Parallax method has been employed to 

determine the absolute positions of 

4AP-Cn probes at the lipid/water 

interface in DOPC vesicles using 

bromine labelled lipids (6,7-Br2PC and 

9,10-Br2PC) as quencher80,81. The 

quenching data for DOPC vesicle 

system is shown in Figure 10.9. 

Fluorescence data were analysed in 

pairs to determine the probe’s 

distances  ܼ௖஻ from the center of bilayer 

according to80,81  

ܼ௖஻ ൌ 	 ቈ
൫షభ಴൯௟௡ቀ

ಷభ
ಷమ
ቁି	௅మభ

మ

ଶ௅మభ
቉+ ܼ௖ଵ     (10.2) 

where C is the concentration of 

quencher-lipid per unit area, F1 and 

F2 are the fluorescence intensity of 

the probe in the presence of shallow 

quencher (6,7-Br2PC) and deeper 

quencher  (9,10-Br2PC), respectively. 

L21 is the depth difference between 

the deep and shallow quenchers (2.5 Å), and Zc1 is the distance of the shallow 

quencher from the centre of the bilayer (10.8 Å for 6,7-Br2PC). Value of C was 

determined by dividing the mole fraction of the quencher-lipid (in the total DOPC 

lipid) by the surface area per lipid (70 Å2 in case of DOPC).80,81 Only a subtle 

decrease in the distance calculated from the centre of lipid bilayer with increasing 

chain length of the probes is observed, but with a reverse trend for 4AP-C12 (Figure 

10.9 and Table 10.2). The maximum change in depths between the probes 4AP-C2 

and –C9 has been found to be ~4.9 Å. However, the 4AP-Cn probes at the 

lipid/water interface can have large variation in the position, which eventually can 

induce small change in the average polarity (total ܧே் change of ~0.1). Similar 

parallax experiments were tried to measure depths of probe in DPPC vesicles, but 

due to structural changes in rigid DPPC vesicles upon incorporation of bromo-PCs 

the fluorescence spectra of 4AP-Cn were found to get shifted and distorted. 

Nevertheless, the quenching data by thioacetamide in DPPC  vesicles  clearly  shows  

 
 
Figure 10.8: Stern-Volmer plots for fluorescence 
quenching of 4AP-Cn probes at different concentrations 
of thioacetamide in DPPC (top panel) and DOPC 
(bottom panel) vesicles. Here, F0 and F are the 
fluorescence intensity in absence and presence of 
quencher, respectively. The lines through points are 
guide to eye. 
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Figure 10.9: Relative fluorescence spectra of 4AP-Cn (n = 2 to 10, 12) in DOPC vesicles in presence of 
shallow (6,7-Br2PC) and deep (9,10-Br2PC) quenchers. Quenching of fluorescence by the shallow 
quencher is higher in all cases. See plots for legends. 
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Table 10.2: Parameters for 4AP-Cn probes at gel- and fluid-phase lipid/water interfaces obtained from 
experiment and simulation. 

 
 

4AP‐
Cn  
prob
es 

Experiment  Simulation 

logP
a 

Fluorescence  
maxima 
(cm

‐1
) 

Polarity
b

்ܧ)
ே) 

Position
c

(Å)  Position
d 

(Å) 

 
Angle

d
 

(degree) 
Water number

d
 

(within 10  Å) 

DPPC DOPC  DPPC DOPC DOPC DPPC DOPC DPPC  DOPC  DPPC  DOPC

4AP‐
C2 

1.67  ‐‐‐  18467  ‐‐‐  0.64  14.9 ‐‐‐ ‐‐‐ ‐‐‐ ‐‐‐  ‐‐‐  ‐‐‐

4AP‐
C3 

1.99  18832 18484  0.53  0.63 13.1 19.5 14.3 60 68  242  216

4AP‐
C4 

2.31  18850 18553  0.52  0.61 12.4 ‐‐‐ ‐‐‐ ‐‐‐ ‐‐‐  ‐‐‐  ‐‐‐

4AP‐
C5 

2.63  19212 18622  0.41  0.59 11.6 ‐‐‐ ‐‐‐ ‐‐‐ ‐‐‐  ‐‐‐  ‐‐‐

4AP‐
C6 

2.96  19232 18692  0.40  0.57 11.8 ‐‐‐ 13.8 ‐‐‐ 54  ‐‐‐  204

4AP‐
C7 

3.27  19569 18727  0.30  0.56 11.1 13.9 ‐‐‐ 34 ‐‐‐  108  ‐‐‐

4AP‐
C8 

3.59  19589 18744  0.30  0.55 11.0 ‐‐‐ ‐‐‐ ‐‐‐ ‐‐‐  ‐‐‐  ‐‐‐

4AP‐
C9 

3.92  19960 18797  0.18  0.54 10.0 13.0 13.2 58 52  102  184

4AP‐
C10 

4.24  19920 18798  0.20  0.54 10.3 ‐‐‐ ‐‐‐ ‐‐‐ ‐‐‐  ‐‐‐  ‐‐‐

4AP‐
C12 

4.88  19493 18692  0.32  0.57 11.3 14.0 13.5 24 58  118  196

aObtained from shake-flask method; bError bars are provided in Figures 2D and 2E; cCalculated from parallax 
analysis of fluorescence quenching – error 0.5 Å (from repeated measurements); dObtained from peak-maxima of 
distributions in Figure 10.11C. 

 

 

that  the  4AP-Cn  probes  are  located at  different positions  across the DPPC/water 

interface, which is in agreement with the stepwise polarity sensed by the probes at 

this interface. In fact, the location, angle and hydration of few probes at 

DPPC/water and DOPC/water interfaces obtained from MD simulation provide 

further explanation (see below). 

Although, data on continuous depth-dependent polarity and water gradients are 

available in the fluid-phase7,8 and lipidic cubic phase27 of lipid bilayer, the unique stepwise 

polarity sensed at the gel-phase lipid interface by the fluorescent probes has not been 

reported earlier. Marsh, in fluid phase of lipid bilayer found a continuous trapezoid shaped 

polarity as well as hydration profiles by using ESR of nitroxide probe which remains 

bound to lipid molecules at 12 different carbon position.7,8 Freed et al., in case of pure gel-

phase (Lβ’) lipid bilayer, recently found that the spin-lipids actually get excluded from the 

lipid bilayers thus forcing the lipid carbon chain to bend significantly.17 Moreover, in ESR 

measurement,18 spin-lipids produce strong background signals due to aggregation. It 

should also be noted that spin lipids cannot scan polarity profile of lipid/water interfacial 

region; rather it only gives the polarity profile of alkyl-chain region of the fluid-phase lipid 

bilayers. On the other hand, Zhong et al. observed that tryptophan moiety attached to alkyl 

chain of different lengths in lipidic cubic phase shows a systematic fluorescence shift, 

suggesting variation in the hydrophobicity of their local environment at the lipidic 
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interface.27 Chattopadhyay et al. reported red edge excitation shift (REES) of NBD 

fluorescence to show that the lipid head region (using NBD-PE) and interior of the lipid 

bilayer (using NBD cholesterol) experience different local solvation in both fluid- and gel-

phases.28 Moreover, Laura and co-workers in their recent study have argued that REES of 

NBD is insensitive to the hydration and mobility of lipid membranes.82 Klymechenko et al. 

have used fluorescence of 3-hydroxyflavone derivative (F2N8 and F4N1) attached at 

different depths across the lipid-bilayer to measure hydration and polarity.29 They found 

that polarity and hydration of the lipid bilayer decreases simultaneously with increasing 

lipid order. However, due to scarcity of suitable probe, a systematic study of polarity 

profiling and solute interactions at lipid/water interfaces, especially in pure gel-phase was 

challenging. Present results on 4AP-Cn probes indicate that this set of probes is better 

suited for such kind of studies. 

 

10.3.6. Molecular Dynamics Simulation of 4AP-Cn/lipid Systems 

MD simulations have proved to be an efficient method for determining the clear picture of 

biomolecules at molecular level. Results obtained from MD simulation compliments 

experimental findings with the detailed molecular interpretations which would have been 

difficult to obtain from only experiments. A total of eight lipid-probe complexes were 

simulated for a duration of 300 ns each in fluid-phase DOPC and gel-phase DPPC bilayers, 

which includes four probes of different chain length (4AP-C3, -C6, -C9 and -C12) in DOPC 

and four probes (4AP-C3, -C7, -C9 and -C12) in DPPC bilayers (total simulation run of 2.4 

s). Position and angle distributions of these probes in both fluid- and gel-phase of bilayers 

have been calculated in order to explore the importance of hydration in understanding the 

local dielectric environment at the interface of lipid bilayers. Figure 10.10 shows snapshot 

of the MD trajectories representing the most likely position of 4AP-Cn probes in lipid 

bilayers and the corresponding plots shows position fluctuation of the centre-of-mass of the 

4AP-moiety in 4AP-Cn molecules at the lipid/water interfaces of gel-phase DPPC and 

fluid-phase DOPC bilayers. Position fluctuations were found to be smaller at the interface 

of gel-phase DPPC bilayer, thus showing a distinct difference in the average position 

values of the probes. On an average 4AP-C3 is found to stay near the carbonyl groups of 

bilayers, while the other probes are located much below the carbonyl region. More so, 

probes have large fluctuation in their positions at the fluid-phase DOPC/water interface 

over the entire 300 ns, showing that their average positions are near the carbonyl groups of 

the lipids in one leaflet of the bilayer. 
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10.3.7. Position Distribution of Probe 

Position distributions of 4AP-Cn probes in DOPC and DPPC bilayers were determined by 

monitoring the z-axis positions fluctuations of the centre-of-mass of the 4AP-moiety in the 

probes. Z-axis position of choline groups, phosphate and glycerol along with the carbonyl 

group of each leaflets were taken as reference position (see Figure 10.10). The position 

distributions of 4AP-moiety of each probe in DOPC and DPPC bilayers were compared 

with reference to the centre of lipid bilayers (Figure 10.11A and Table 10.2). Positions of the 

probes obtained from MD simulation can be correlated with the polarity profile scanned by 

them at the lipid/water interface of both the bilayers. Position distributions of probes in 

case of rigid gel-phase DPPC bilayer show a systematic drift towards deeper region (Figure 

10.11A). This systematic change in position of probes shows similar trend as that of local 

polarity, i.e. probes residing at shallow region senses higher ܧே் value as compared to 

 
 

Figure 10.10: Static picture of MD simulation showing most likely positions of 4AP-Cn probes at 
lipid/water interface of gel-phase DPPC and fluid-phase DOPC bilayers. Fluctuations of positions of 
probes throughout 300 ns of simulation are also plotted. Color code: light blue – water molecules;  Blue – 
choline-groups, orange – phosphate-groups, red – glycerol along with carbonyl-groups, gray – 
hydrocarbon-tails of lipids; green – 4AP-Cn probes. 
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deeply located probes (see Figures 10.7A and 10.11A). Peak positions of 4AP-C3 and 4AP-

C9 show a difference of ~6.5 Å, which shows a maximum change from 0.53 to 0.18 in ܧே் 

values (Table 10.2). It was difficult to obtain this depth information from parallax 

experiments in DPPC vesicles as most of the quenchers were excluded and/or perturb the 

gel-phase of DPPC/water interface. More importantly, it was found that 4AP-C7 and –C12 

show similar distribution of their z-axis positions over the 300 ns simulation, indicating 

that these probes can sense nearly identical local dielectric environment at the lipid/water 

interface, similar as observed in experimental findings (Table 10.2 and Figures 10.7A and 

10.11A).  

 
 
Figure 10.11: Plots showing distributions of (A) probe position, (B) angle and (C) hydration at 
DPPC/water interface in its gel-phase (shown in left panels) and DOPC/water interface in its fluid-phase 
(shown in right panel), obtained from simulated trajectories. 
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However, position distributions of probes at labile DOPC/water interface have been 

found to be much broader, showing only a subtle change among themselves (Figure 

10.11A). The most likely position of 4AP-C3 and –C9 at the labile interface of DOPC shows 

a difference of ~1.1 Å, compared to difference of ~3.1 Å obtained from parallax experiment. 

This difference in simulation and experimental results can be due to the large error 

introduced in the final results of fluorescence quenching through parallax method ( 0.5 Å 

in this case). Moreover, it could also be possible that within broad range of position 

fluctuations, a subset of probes come near the quenchers and get quenched by bromine-

quenchers the most, as compared to the distant ones, which ultimately results in the 

deviation seen between experimental and simulation results. It is important to note that, 

4AP-C6 and –C12 shows similar position distributions which can be related to the polarity 

sensed at DOPC/water interface by these two probes. This may result from the fact that 

alkyl chain of 4AP-C12 interacts with the lipid chains of opposite leaflets, which in due 

course is pushed back towards water –resulting into higher ܧே் value sensed by 4AP-C12 in 

comparison to –C9 (or –C10). Earlier studies using fluorescent probes such as NBD-Cn at 

lipid/water interface of fluid-phase POPC bilayer prompts similar depth variation (~2 Å) 

between NBD-C2 and NBD-C8. However, insertion of NBD-probes into lipid-bilayers did 

not show any appreciable change in the quantum yield and fluorescence spectra. In fact, it 

has been indicated by a recent study that the fluorescence of NBD-probes is insensitive to 

the hydration and mobility of lipid-membranes. The present study, however, has indicated 

that fluorescence of 4AP-Cn probes is highly sensitive and responsive to subtle change in 

the local environment at the lipid/water interfaces of both fluid- and gel-phase, which can 

ultimately scan and account for the position dependent polarity at the interfaces of these 

bilayers. 

 

10.3.8. Angle Distribution of 
Probe 

Inclination angle of the probes (4AP- 

moiety) relative to the bilayer normal 

was calculated by determining the 

angle formed between the vector 

connecting N2 and C2 atoms of 

fluorescent 4AP-moiety and normal to 

lipid bilayer (see Figure 10.12). Angle 

distributions and corresponding peak 

positions are given in Figure 10.11B 

and Table 10.2, respectively. At 

DPPC/water interface, the 

distributions of the relative angles of 

 
Figure 10.12: Cartoon showing the angle of 4AP-moiety 
(defined as the angle formed by vector connecting N2 
and C2 of 4AP-moiety and normal to lipid bilayer) used 
for determining the angle-distributions of probes at the 
DOPC/water and DPPC/water interfaces from 
simulation trajectories. 
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the 4AP-Cn probes show interesting characteristics: a broader angle distribution has been 

found in case of 4AP-C3 and –C9 showing nearly identical values of most probable angle. 

A second peak at ~90˚ with fewer occurrences is also seen for 4AP-C3 (see Figure 10.11b). 

The angle distributions of other probes sharpen systematically and drift toward smaller 

angles of ~34˚ for 4AP-C7 and ~24˚ for –C12. However, the angle distributions are 

significantly broadened at the labile interface of DOPC bilayer which shows a small, but 

systematic shift in the most probable angle from higher to smaller values for 4AP-C3 to –

C9, with a reverse trend for 4AP-C12. Significance of probe-orientation in defining the local 

dielectric environment was found after its comparison with the distribution of water 

around the probes as discussed below. 

 

10.3.9. Hydration of Probes at the Interfaces 

Distribution of number of water molecules that stay within a region of 10 Å from 4AP-

moiety has been calculated over 300 ns trajectory of each simulation. This region of 10 Å 

was chosen because earlier studies on DNA have shown that the dipolar/charged 

molecules that comes within ~9-15 Å of the probe-site govern the electrostatic solvation 

response of the probe.83,84 Although, at DPPC/water interface, it has been found that the 

probable position of 4AP-C7 and –C12 are very similar, yet they show different relative 

hydration. 4AP-C7 has access to smaller number of water molecules (~108) than that 

around 4AP-C12 (~118) (Figure 10.11C). This difference in the relative hydration can arise 

due to the inclination angle of 4AP-C7 (~34˚) which is more tilted towards lipid bilayer as 

compared to the inclination angle of 4AP-moiety of –C12 (~24˚). This results into larger 

number of water molecules around 4AP-moiety of C12, thus making the local environment 

slightly polar (ܧே் = 0.33) as compared to –C7 (ܧே் = 0.30). Further interesting properties 

were observed for 4AP-C3, where the effect of dual peak in the angle distribution is 

reflected in the (nearly) mirror-imaged distribution of water molecules at lipid/water 

interface of DPPC, i.e., a subset of 4AP-moiety of C3 probes with larger angle (more 

inclined towards bilayer) has access to less number of water molecules as compared to less 

inclined (smaller angle) probes (see Figures 10.11B and 10.11C). These results validate the 

fact that exposure of probes toward water molecules is also controlled by their orientation. 

Similarly, the 4AP-C9 probes that are deeply located with larger inclination angle towards 

bilayer (ca 58˚) have less access to water molecules, resulting into less polar surrounding 

compared to others as seen in experimental results (see Figures 10.11B and 10.11C). The 

above findings indicate that apart from probes position, its orientation also governs the 

local solvation by changing the probe’s access to the water molecules at the interface. In 

fact, a substantial effect of probe orientation on the local solvation at liquid/liquid and 

air/water interfaces have been anticipated by earlier experimental and simulation 

studies,85 although similar effect at lipid/water interface has not been reported. This result, 

thus confirms the effect of probe’s orientation at lipid/water interface. The effect of probe 
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orientation at labile DOPC/water interface seems to be small or could not be determined 

accurately due to large fluctuations of angle, position and hydration of the probes, leading 

to broader distributions – all of which following the same trend. Nevertheless, at the 

interface of DOPC, the relative depth of the probe along with the orientation would 

apparently affect the local dielectric environment sensed by the 4AP-Cn probes.  

 

10.3.10. Perturbation of Bilayer by Incorporation of Probes 

Area per lipid and deuterium order parameter of carbon chains of DOPC and DPPC in 

presence and absence of probes were calculated from the simulated trajectories to check the 

amount of perturbation induced by the incorporation of these fluorescent 4AP-Cn probes. 

 
10.3.10.1. Area per Lipid 

Inter- and intra-molecular interactions affect the area per lipid of DOPC and DPPC 

bilayers, thus sensitivity of area per lipid to such interactions indicates whether the phase 

of lipid bilayer at a given temperature is maintained or not. Area per lipid is defined as the 

average area occupied by individual phospholipid, which can be calculated by dividing the 

size of the box in X and Y direction (Box-X  Box-Y) by the total number of lipids present in 

each leaflet. Area per lipid calculated from MD simulation for DOPC and DPPC bilayers in 

absence and presence of probes are given in Table 10.3. The calculated values of area per 

lipid from simulated trajectories for both DOPC and DPPC bilayers in absence and 

presence of fluorescent probes were found to be very similar and in well agreement with 

the previous reported experimental values.86,87 This shows that the penetration of 4AP-Cn 

probes into the fluid-phase DOPC and gel-phase DPPC bilayers is insignificant. 

 

 
Table10.3: Area per lipid for different lipid-probe systems calculated from simulated trajectories and 
obtained from earlier experiments. 

Lipid Bilayers  Area per lipid (Å2) 

Simulationa Experiment 
DPPC (only)  48.8 ± 0.5 47.2  0.5b  

DPPC with 4AP‐C3  49.1 ± 0.4 ‐‐ 
DPPC with 4AP‐C7  49.2 ± 0.4 ‐‐ 
DPPC with 4AP‐C9  49.1 ± 0.4  ‐‐ 
DPPC with 4AP‐C12  48.9 ± 0.4 ‐‐ 

DOPC (only)  66.4 ± 1.2 67.4  0.1c 

DOPC with 4AP‐C3  66.3 ± 1.3 ‐‐ 
DOPC with 4AP‐C6  66.0 ± 1.2 ‐‐ 
DOPC with 4AP‐C9  66.1 ± 1.2 ‐‐ 
DOPC with 4AP‐C12  66.5 ± 1.2 ‐‐ 
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10.3.10.2. Order Parameter of Lipid Chain 

Carbon-deuterium order parameters, SCD, measures the order of per atom of carbon tail of 

lipid bilayer.88,89 These order parameters are sensitive to the chain orientation and is 

expressed as, 

ܵ஼஽ ൌ 	
ଵ

ଶ
൏ 3 ଶݏ݋ܿ ߠ െ 1 ൐   (10.3) 

where, ߠ is the angle formed between the vector joining ith carbon to its hydrogen atom (as 

in simulation) or to deuterium atom (in experiments) and the bilayer normal. Time and 

ensemble average is represented by ‘< >’. Analysis module, g_order of GROMACS was 

used to compute the order parameter of lipid chains. To determine the perturbation 

induced by the penetration of the probes into lipid bilayers, ordering of the methylene 

carbons of sn-1 and sn-2 lipid tails of DOPC and DPPC bilayers with and without the 

probes were calculated and compared in Figure 10.13. From the order parameter of lipid 

chain of DOPC bilayers, it was found that the perturbation induced by the penetration of 

probes in fluid-phase bilayer is almost negligible and the sn-1 and sn-2 carbon chains retain 

initial configuration, whereas the orientation of lipid chain in gel-phase DPPC bilayer 

shows a change of ~3-7%. However, taking into account the rigidness of DPPC bilayer in its 

gel-phase, such small effect of probe’s incorporation on lipid-chain is not surprising. This 

effect on DPPC bilayer is even smaller than that reported for perturbation on lipid-chains 

 
Figure 10.13: Comparison of deuterium order parameters of methylene carbons connected to sn-1 (panels 
in left) and sn-2 (panels in right) tail of DPPC and DOPC bilayer (of one leaflet) in presence and absence 
of 4AP-Cn probes obtained from simulated trajectories. 
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after incorporation of probes such as Dil and NBD in even fluid-phase bilayers. These 

results suggest that the lipid bilayer in its gel-phase is barely perturbed by the introduction 

of 4AP-Cn probes, whereas the perturbation of the fluid-phase of lipid bilayer is almost 

negligible. All the above results indicate that the 4AP-Cn probes are much better suited 

than any other ESR or fluorescent probes to explore the (static) solvation properties and 

physiochemical characteristics of lipid membranes. 

 

10.4. Conclusion 

This chapter showed solvation properties at various positions of lipid/water interfaces as 

scanned by synthesized 4AP-Cn fluorescent probes in fluid- and gel-phase lipid bilayers. 

Such measurements could have been difficult using ESR and other fluorescent probes. This 

study clearly stated that fluorescent 4AP-Cn probes are much more suitable for exploring 

position-dependent solvation properties at lipid/water interfaces. It is believed that 

various other significant interfaces can also be explored using these probes. This study 

showed that hydration characteristics at the lipid/water interface of gel-phase bilayers are 

much more complex than the solvation properties of fluid-phase bilayers. These complex 

properties are manifested in the hydration and polarity at the two interfaces sensed by the 

homologues series of 4AP-Cn probes. Comparison of experimental and simulation results 

showed that probe’s orientation along with its position plays significant role in governing 

the local dielectric environment by modulating water access to the probe molecules at 

interface of lipid and water. 4AP-Cn senses a stepwise polarity at the lipid/water interface 

of gel-phase DPPC bilayer which may actually have much broader importance. This 

stepwise behaviour may suggest the presence of four distinct regions where the 

entrapment and penetration of solute of varying hydrophobicity is controlled by solvation 

free energy. This may, in turn, have different effects on the fundamental biochemical 

reactions taking place at the fluid-phase lipid bilayers compared to the gel-phase bilayers, 

because the rate of chemical reactions is controlled by local solvation. Nevertheless, further 

experimental and long MD simulation studies are required to explicate the intricate picture 

of position-dependent hydration and polarity, along with its significance in the chemical 

reactions occurring at the lipid/water interfaces of various membranes. 

 The current study indeed showed that 4AP-Cn can actually serve as excellent set of 

fluorescent molecules for study of various static and dynamic properties of lipid/water 

interfaces, including solvation dynamics, FRET and other photophysical processes with 

unprecedented details. This is because, these probes have the capability to adsorb at 

different depths across the lipid/water interface based on their relative lipophilicity – 

leading to a situation where properties of lipid bilayers and their water interfaces can be 

depicted by these probes at sub-nanometer length scale which is generally difficult to 

comprehend with existing fluorescence techniques. Hence, use of a set of these 4AP-Cn 

probes would help to unfold the changes of local properties of regions that are only few 
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angstroms apart. Thus, it is believed that 4AP-Cn probes will serve several important 

purposes toward understanding the static and dynamic properties of lipid interfaces at 

unprecedented level in future as well. 
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